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FACTORS OF CAR OWNERSHIP IN RUSSIAN REGIONS
MARIA MOISEEVA — HIGHER SCHOOL OF ECONOMICS, RUSSIA

In Russia, transport problems have been a focus of attention because the large
territory of the country and its poor transport connectivity impede its socio-
economic development. In this regard, a study of the factors of car ownership has
played a key role in the development of state policy for optimizing the Russian
transport system.

There have been numerous attempts to establish a link between car ownership and
the socioeconomic and urban-developmental characteristics of different countries.
However, research on the factors of car ownership rate in different countries has
been controversial. Therefore, the factors of car ownership depend on the country
and on the regional characteristics. However, there are few studies on car
ownership factors in Russia due to a lack of statistical data. Besides, most Russian
researchers have focused on the consumption of energy resources (Eder & Nemov,
2017), transport safety (Makarova, Shubenkova, Mukhametdinov & Pashkevich,
2018), and the sociocultural factors of car use (Ksenofontov & Miliakin, 2018),
although a consideration of spatial characteristics would also be also helpful in an
explanation of the car ownership rate.

The aim of this study is to find out what factors determine the car ownership rate in
the regions of the Russian Federation. Based on a panel data analysis, this paper
investigates the effect of economic, geographical, and urban features, such as one’s
disposable income, built-up area, population density, road metrics, and public
transport development, on the car ownership rate in different Russian regions.

In order to determine the factors affecting car ownership rate in Russian regions,
socioeconomic, urban, and transport data were analysed. Grounded in the foreign
literature reviewed, the conceptual framework of the car ownership model rests on
anumber of assumptions. First, personal cars satisfy the need for transport services
or for mobility. Second, a household’s demand for cars depends on their
affordability, which, in turn, is determined by the level of the disposable income of
the population. Third, the need for transport services can be satisfied through the
development of public transport, since car ownership and the possibility of using
public transport are substitutes.

This paper studies the level and the factors of car ownership, using regional
statistical data though considering the level of the territory’s urbanisation. In total,
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the sample includes data on 78 regions of the Russian Federation for the period from
2000 to 2017.

The database for the study was created by using Rosstat’s main socioeconomic and
transport indicators of the regions of the Russian Federation.

Prior to model evaluation, unit root tests were conducted for each variable to ensure
accurate results and to exclude the possibility of non-stationary time series in the
panels and the presence of false regression. In this paper, we used procedures for
unit root testing in the data with a homogeneous alternative proposed in Levin, Lin,
and Chu (2002) and with a heterogeneous alternative proposed in Im, Pesaran, and
Shin (2003). The next step is to find whether car ownership rate and its factors were
cointegrated in the long run or not. In the last step, using the results of the
corresponding statistical tests, an appropriate model for the panel will be
determined.

All analyses will be conducted using the R software statistical packages (version
3.5.1).

The study allows us to determine the key factors of car ownership in Russian
regions. It is expected that the car ownership rate in Russian regions has a positive
correlation with the average annual income, the percentage of urban population,
and the density of public roads, but a negative relationship with the level of public
transport use.

EFFECTIVENESS OF ASYMMETRIC CONGLOMERATE ALLIANCES IN
REFINING INDUSTRIES: A GAME THEORY APPROACH
POLINA SIDOROVA — HIGHER SCHOOL OF ECONOMICS, RUSSIA

The core objective of the study is to provide evidence of the conceivable
effectiveness, being considered as external stability, of asymmetric conglomerate
coopetitive agreements in oil refining. Asymmetric is a scale measure. One leader
and several niche players cooperate in the technological aspect (mutual CAPEX) and
compete on the market.

Game structure: Players: leader (one); niche players; buyers (competitive market).
Strategies:

Costs optimization — technological cooperation;

Sales competition (long-term agreements, adjusted quality, min price).

We consider utilities to be estimated as a company’s value surplus from this game
simulation. The gain is supposed to be estimated discretely in dynamics.
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Recently, there has not yet been provided any theoretical solution or empirical
evidence for the effectiveness of asymmetric conglomerate alliances, i.e. externally
stable in the long-run, coopetitive relations being considered. We will try to reach
this objective by a derivation of the Nash bargaining solution for two and several
players, as well as by estimating their conceivable surplus to the expected market
value of the companies. Stochastic characteristic function of market values could be
derived for the expected gain to be estimated. We consider an oil refining company
to coopete with chemicals producers. Thus, we are looking for a theoretical
justification of such a kind of alliance being effective in the long term.

SHORT-TERMISM AND FIRM SURVIVAL: THE EVIDENCE FROM THE
RUSSIAN METALLURGICAL INDUSTRY

VASILISA MAKAROVA, JULIA BERLIN —HIGHER SCHOOL OF ECONOMICS,
RUSSIA

Uncertainty provokes the emergence of a trend of short-termism in corporate
governance. The effectiveness of risk management and long-term decision-making
are jointly determined. In this research, effective risk management decreases the
risk of default. High uncertainty forces agents to make short-term decisions
although long-term solutions are more sustainable - the firm are sprung over by
current shocks. The profitability growth paradox is the basis of the research idea.
This study demonstrates how short-term decisions affect the survival of the firm.
The model is based on the assumption of the redundancy of performance values.
The analysis revealed that maximizing profitability due to short-term debts, high
cash, and insufficient interest coverage ratio increases the risk of the company’s
default.

THE DOUBLE INCREASE AND DECREASE IN OBLIGATORY INSURANCE
PAYMENTS FOR THE SELF-EMPLOYED: A DIFFERENCE-IN-DIFFERENCES
ESTIMATION

EVGUENII ZAZDRAVNYKH — HIGHER SCHOOL OF ECONOMICS, RUSSIA

This study estimates the double increase in obligatory social security insurance
payments for the self-employed in 2013 and the subsequent double decrease in
2014 in a developing economy. We investigate whether entrepreneurs adjust their
behaviour for the increase and decrease in these payments with the same speed in
both cases. In order to estimate this effect, the difference-in-difference approach is
used. The results show that entrepreneurs rapidly respond to the increase in
insurance payments. However, their response to the decrease in these payments is
slower than to the decrease. Thus, the self-employed have very rapid reaction to
"bad" news and a slow reaction to the "good" policy news.

BANKRUPTCY FACTORS AT DIFFERENT STAGES OF THE LIFECYCLE OF
RUSSIAN COMPANIES

YURI ZELENKOV, ELENA FEDOROVA — HIGHER SCHOOL OF ECONOMICS,
RUSSIA

Many aspects of bankruptcy have not yet been thoroughly studied; among such

issues are the causes that lead to bankruetcz at various stages of the comBanz's
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lifecycle. We hypothesize that the most significant factors influencing the
probability of company bankruptcy at a particular stage of its lifecycle are those the
effectiveness of which is at the lowest level at this stage. The studied factors include
the external environment, as well as the quality of financial and corporate
governance. The methodology of the research consists of the PLS-SEM methods (to
define the impact of factors on bankruptcy) and DEA (to define the effectiveness of
factors usage). The empirical database includes 376 Russian public companies. The
simulation results support the hypothesis. We also revealed that the external
environment exerts a more powerful effect on the probability of bankruptcy at the
stage of growth. The role of financial management increases from the initial stage to
the final stage of the life cycle. Corporate governance is less important than the other
two factors, but its impact is significant at the stage of growth.

EFFECTS OF INNOVATION POLICY MEASURES ON INDUSTRY-SCIENCE
INTERACTIONS
VALERIYA VLASOVA — HIGHER SCHOOL OF ECONOMICS, RUSSIA

Beyond extended attention to the multifaceted networking strategies known as
open innovation (Chesbrough, 2003; Dahlander and Gann, 2010), interactions
between the industry and R&D performers, i.e. public research organizations and
universities, remain the potentially central channel for the development of radical
and impactful innovations (Bercovitz and Feldmann, 2006; Kaufmann and Tédtling,
2001). Existing research, however, emphasizes the complex composition and
heterogeneous impact of factors that determine the emergence and the
effectiveness of industry-science links, especially in different settings (Jensen et al.,
2016; Rapini etal.,, 2009). There is a clear gap in the available body of knowledge on
the factors influencing the process of transferring knowledge and technology from
R&D performers to the industry in immature national innovation systems.

We address this research gap in two ways. First, we provide a conceptual framework
underlying the analysis of barriers to effective industry-science cooperation.
Second, we examine the perception of barriers to knowledge and technology
transfer by innovative enterprises and R&D performers.

We analyze the process of knowledge and technology transfer from several points
of view: Who are the cooperation partners and what are their motivation and needs?
How is the interaction process organized and managed? What are the characteristics
of the transfer object? When and under what conditions does the interaction occur?
The answers to these questions allow us to identify four groups of barriers,
respectively: orientation-, process-, content-, and context-related barriers.

The empirical analysis is based on the case of Russia, a country that has a special
variety of capitalism (Hall and Thelen, 2008): a unique combination of inherited
(and elaborate) vs. emerging configurations of incentives, business models, value
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chains, and networks. The developed network of R&D organizations and
universities is combined with the overall limited propensity of business towards
innovation activities (Gokhberg and Kuznetsova 2015; Roud and Vlasova, 2018).

The data behind the study originates from two specialized surveys conducted in
2014-2015 by the Institute for Statistical Studies and the Economics of Knowledge
of the National Research University Higher School of Economics — one directed at
innovative manufacturing enterprises, the other one at R&D organizations. The
available data allows matching the perceptions of transferring and acquiring parties
(i.e. R&D organizations and enterprises) and position industry-science interactions
to the innovation activity of enterprises, while also controlling the role of long-term
cooperation. We use the degree of novelty of innovation as a measure of
effectiveness and distinguish between several modes of interaction: acquisition of
R&D results that led to new-to-firm, new-to-market, and new-to-world innovation.

BORROWINGS FROM STANDING FACILITIES: A MODEL AND EVIDENCE
FROM RUSSIA
[AKOV KUGA — HIGHER SCHOOL OF ECONOMICS, RUSSIA

[ develop a model of borrowings from standing facility in a corridor type monetary
policy framework with REPO auctions, and attribute spread between the standing
facility rate and the auction rate to a premium for reinvestment-opportunity risk.
An equation for the premium shows that the spread declines and total borrowings
grow as more liquidity is provided through the auction. The model suggests that a
standing facility is an inferior source of liquidity for banks, that is, borrowings from
the standing facility go down as demand for liquidity grows, when demand for
liquidity is high enough. I propose a method of structural estimation of the model
and provide parameter estimates for Russia based on data for a period between
April 2014 and September 2016. According to the estimates, individual banks’
demand for liquidity is highly persistent and its variance across the banks is high.
Simulations show that, for estimated parameters and money market conditions,
inferiority of standing facility is not uncommon. The central bank can pursue
quantitative targets keeping the standing facilities rates at a fixed level, but this
policy affects the auction rate.

ANALYSIS OF AIRLINE PRICING STRATEGIES AND FACTORS THAT
INFLUENCE AIRFARES

TIMUR NASIBULLOV, KARINE KUZNECOVA — HIGHER SCHOOL OF ECONOMICS,
RUSSIA

This paper investigates the various methods and factors that determine airline
ticket prices on the Russian market. In the first part of the work, the papers of
famous foreign economists are reviewed to determine key factors that influence
airfares in various countries of the world. For instance, the paper of Diego Escobari
“Dynamic Pricing, Advance Sales and Aggregate Demand Learning in Airlines”,
published in the Journal of Industrial Economics, states that the pricing process in
this industry is dynamic and airfares are influenced by airfares and loading of the
aircraft in previous time periods. Moreover, the author comes to the conclusion that
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with the decrease of the number of days till flight, airfares also decrease, but peak
prices can be seen when 7 and 14 days are left till flight, which can be explained by
the fact that passengers with inelastic demand, who are ready to pay more for the
particular flight, start to purchase the tickets. This allows the companies to
implement the strategies of price discrimination. Other authors highlight that
airfares are influenced by the day of the purchase, the day of the flight, and the
distance of the flight, as with the increasing distance not only do the costs grow but
there are fewer substitutes for air transport. Another important factor highlighted
by the researchers is the effect of the reputation of the company: passengers cannot
check the security of their flights themselves, so they tend to trust bigger companies
with good reputation. Many researchers point out that it is the competition that
determines the prices of tickets. For instance, Borenstein and Rose in their paper
suggest that high price dispersion is usual for highly competitive flights, whereas
Gerardi and Shapiro tell us about the reverse relation between competition and
price dispersion. There are also opinions that this relation is non-monotonous and
different for economy and business class tickets. Researchers Wang K., Zhang A.,
Zhang Y., who analyze Chinese and Indian airline industries, come to conclusion that
country-specific characteristics, such as the level of compliance with antitrust laws,
the presence of low-cost airlines and the elasticity of demand of the citizens, also
determine airfares.

Overall, this literature review helps us to understand that airline fares can be
determined by the number of days between the purchase of the ticket and the flight,
the number of seats remaining available, the characteristics of the airline, the
capacity of the aircraft, the elasticity of the passengers' demand, the distance of the
flight, the level of the competition, and the additional options offered to the
passengers. Moreover, country-specific characteristics are also important, which
means that we should check all these factors for validity within the airline industry
of the particular country. Due to the lack of papers devoted to the problem of airline
tickets pricing in Russia, it is suggested to state some hypotheses and check them
using the data of the Russian airline industry.

The data were collected by the author of the paper and comprise information on
more than 20,000 flights of the Aeroflot, Utair, Pobeda, Russian Airlines, and Ural
Airlines companies during the years 2018 and 2019. The data were collected from
the official websites of the companies. To make the analysis more objective, the data
on the flights during the 2018 FIFA World Championship, New Year, and other
holidays are not included into the analysis. Each row of data contains the following
information: airline, request and flight date and time, city of departure and arrival,
luggage and baggage size, options of change and return, ticket class, number of seats
remaining available, ticket price, and other available information.

[t is suggested to test the following hypotheses:
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1. The relation between the number of days between the purchase date and
the flight and airfare is inverse;

2. The relation between the distance of the flight and the airfare is strictly
positive;

3. The airfare is influenced by the day of week of the purchase and of the
flight;

4. The airfare is influenced by the additional options of the tickets, such as
change and return options;

5. The airfare is influenced by the competition within the direction;

6. The airfare is influenced by the specific characteristics of the airline;

7. The airfare is influenced by the airfares in the previous periods.

All the hypotheses are tested separately for low-cost, economy, and business
segments, as the literature review shows that the above-mentioned factors may
have different influence on the ticket prices of different segments.

After an econometric analysis, which included various tests on the right model
specification (that particularly showed a monotonous relation between the number
of days till the flight and the price), multicollinearity, heteroscedasticity, and other
appropriate tests, logarithmic models were chosen for all the classes. The following
basic model was estimated:

InPricei = a0 + allnDays_till_Flighti + aZ2InDistancei + a3Remainingplacesdummyi
+ a4Dayofweeki + a5Peakhouri + a6Changedummyi + €i, where

. Price stands for the ticket price;

. Days_till_Flight stands for the number of days between the purchase of the
ticket and the departure of the flight;

. Distance stands for the distance between the city of departure and the city of
arrival;
. Remainingplacesdummy is a dummy-variable that equals to 1 if fewer than 4

seats remain available;

. Dayofweek is a dummy-variable that equals to 1 if the departure is on Friday
evening, at the weekend, or on Monday morning;

. Peakhour is a dummy-variable that equals to 1 if the departure is from 7 a.m.
to 10 a.m. and from 3 p.m. to 7 p.m,;

. Changedummy is a dummy-variable that equals to 1 if there are
change/return options for an extra fee (in case of low-cost tickets) and equals to 1
if there is free change/return option (in case of economy/business tickets).

The results of the analysis include the following facts:
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1. For low-cost tickets, with the increase in the distance by 1%, the price
increases by 0.23%. The price of tickets for flights where few places remain available
is 32% higher. The price of tickets for flights at weekends, Friday evenings, and
Monday mornings is 7.2% higher. The price of tickets with the option of
change/return for an additional fee is 52% higherthan for tickets without this
option. The number of days between the purchase and the flight, as well as the fact
that the flight is delayed during peak hours, do not influence the price of low-cost
tickets.

2. For economy tickets, with the increase in the distance by 1%, the price
increases by 0.15%. With the decrease in the number of days before the flight, the
price tends to increase. The price of tickets for flights where few places remain
available is 20% higher. The price of tickets for flights at weekends, Friday evenings,
and Monday mornings is 1.4% higher. The price of tickets with the option of free
change/return is 27% higher than for tickets without this option.

3. For business tickets, with the increase in the distance by 1%, the price
increases by 0.07%. With the decrease in the number of days before the flight, the
price tends to increase. The price of tickets for flights where few places remain
available is 4.7% higher. The price of tickets with the option of change/return for an
additional fee is 23% higher than for tickets without this option. The prices of tickets
for flights at weekends, Friday evenings, and Monday mornings are 1.5% lower,
which can be explained by the fact that the demand for weekend business tickets is
lower than for workday ones.

Overall, with the decrease in the number of days before flight, the price of the airline
tickets tends to increase for economy and business segments. With the increase in
the distance by 1%, the airfares increase by 0.23%, 0.157%, and 0.07% for low-cost,
economy, and business tickets, respectively. For the low-cost and economy
segments, the price of weekend flights is higher, whereas for business segment it is
lower. Additional options, such as change and return options, increase the price of
low-cost tickets more than the price of economy and business tickets, which can be
explained by the fact that airlines try to compensate for the low fares by charging
higher prices for additional options.

After that some additional factors, such as the size of the airline, the number of
flights of the airline in the direction, the number of competitors in the direction, as
well as the price of the ticket for the same flight in period (t-1) were included in the
model. Though the impact of the initial factors remained almost unchanged for all
the segments, the model showed that the size of the company has a positive
influence on the airfares, whereas with the decrease in the number of competitors,
the prices tend to increase. Moreover, the prices of the tickets of all the segments
are influenced by the prices of such tickets in the previous period, which supports
the findings of foreign researchers.
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DETERMINANTS OF SUSTAINABILITY REPORTING IN RUSSIAN COMPANIES
ALEXANDRA DEVIER, SHAYAN ALI KHAN, MARITA KHAPTCOVA — HIGHER
SCHOOL OF ECONOMICS, RUSSIA

This study aims to find the factors which impact on Russian companies’ decision to
voluntarily disclose information on sustainable development issues, such as social
and environmental impact, and to have this information independently certified for
compliance with international reporting standards. Although sustainability, or non-
financial reporting, has now become widely applied and acknowledged by Russian
companies, patterns and determinants of sustainability reporting in Russia have not
been studied enough. This leads to the uncertainty at the management level in terms
of how much resources should be allocated to making sustainability disclosures —
not only non-financial reports, but also joining other global initiatives related to
sustainable development. The main contribution of this study is to bridge the
research gap by providing an extensive analysis by using the appropriate variables,
chosen using the existing literature in this area.

The study examines whether sustainability practices in the Russian business
environment are supported by legitimacy theory, agency theory, or stakeholder’s
theory. The research is based on secondary data collected from multiple sources.
The information whether the company has issued a sustainability report in the in
period of 2016-2018 and whether it is independently certified was mainly acquired
from the Global Reporting Initiative (GRI) database. For a more exhaustive list of
sustainability reporting observations, it was supplemented by the data from the
Corporate Register (corporateregister.com) and the National Register and Library
of Non-financial corporate reports composed by the Russian Union of Industrialists
and Entrepreneurs (RSPP). As for companies’ financial and ownership data, the
SPARK-Interfax database was used.

For creating the sample, a list of 1,000 Russian companies with the highest total
assets was initially taken. Then, it was cleared from non-profit organizations (as
they are not the object of the research), subsidiaries that were more likely to be
reported in the parent company’s report, and a few holdings that comprise
companies with their own sustainability report. Then, the data were matched with
the GRI data, based on the parent organization's report. For observations with
missing data values, the needed financial information was manually searched from
the companies' websites and their annual reports. The final number of observations
in the database amounted to 847 companies, 101 of them publishing information on
sustainable development topics. Finally, the companies that have their
sustainability reports independently certified were identified through the
information on certification in the GRI database. Overall, there were found 19
companies that voluntarily choose to conduct independent certification of their
sustainability report.

The data on whether the company is traded domestically was collected from the
Moscow Exchange website, while the information on whether the company is traded
on foreign stock exchange markets was derived using the Thomson Reuters
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database, taking the information on the stock ticker from SPARK-Interfax database
into account.

The research was conducted in two steps: at first, the quantitative methods
described below were used to identify the significant factors of the company’s
decision to publish a sustainability report in any form it might take — a standalone
report or an integrated report. Then, a new sample was composed out of the
companies that publish a sustainability report, with 19 of them having their report
independently certified for compliance with international reporting standards, and
the determinants of independent certification were identified. To test our
hypotheses, a logit model was applied, which included both binary and continuous
independent variables and a binary independent variable. Variance Inflation factor
(VIF) was calculated for the model to measure possible multicollinearity among the
predictors; however, no significant multicollinearity was detected. Furthermore, a
robustness test was performed in order to verify that our results are robust to the
choice of the estimation model. All models showed consistency with the originally
proposed logit model.

The evidence from this study suggests that the patterns of sustainability reporting
practices among large Russian companies tend to follow the legitimacy theory and
the stakeholders’ theory. This finding is consistent with a wide range of similar
studies in different countries. Larger companies and companies belonging to high-
profile industries (i.e. industries with a higher public visibility and a higher level of
political risk, such as energy, mining, chemicals, forest, and paper) are generally
more likely to disclose non-financial information than smaller companies from low-
profile industries. It can be assumed that large Russian companies are more prone
to mitigate the social perception of them as a “necessary evil” and turn it in a positive
direction in order to have a good relationship with the local communities, attract
talented employees, and minimize social risks. To achieve this, companies
communicate their commitment to create value for stakeholders as well as
shareholders, report on their sustainability actions and performance, which goes in
line with the stakeholders’ theory. At the same time, no evidence of profitability
impact on the firm’s decision on sustainability reporting was found, which failed to
support the signaling theory.

Another interesting finding is the fact of the company being traded on a foreign stock
exchange has a significant impact on sustainability reporting, while the fact that the
company is traded at Moscow Exchange only is not significant. It can mean that
investors and owners in Russia exert less pressure on firms to disclose non-financial
information than foreign investors. The global trend for the so-called ESG
(“Environmental, Social, Governance”) investment is only starting to enter the
Russian investment environment. For certain industries, especially from the
primary sector of the economy, the main and almost only factor defining the firm’s
investment attractiveness in Russia is the commodity price (e.g. oil, coal, gold, etc.),
|
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whereas the global anecdotal evidence suggests a higher interest of investors in
social and environmental risk of the company’s business activities.

Also, surprisingly enough, governmental ownership has a strong influence on
sustainability information disclosure, which might be regarded as a unique
characteristic of Russian business environment. This may be the result of higher
external stakeholders’ expectations for transparency from the side of a
governmental corporation, but the implicit factors may also lie in the need for
compliance with additional legal requirement for information disclosure for state-
owned companies. Foreign ownership was found to be insignificant.

Finally, contrary to expectations, the research has found no significant factors
among the chosen variables that would explain the likeliness of the company to have
its sustainability report independently verified by an auditor. This could be a result
not only of data scarcity but also of the fact that the decision of non-financial report
independent assurance lies in other spheres and that other proxy variables should
be used rather than the ones used in this study.

The managerial implications of this research are the expected better understanding
of the drivers of sustainability reporting in Russia, which would improve the
management’s decision-making concerning the sustainability disclosure strategy on
the one hand, and predict the firm'’s behavior in relation to ESG factors on the other
hand.

Despite the obtained results, the research also leaves much scope for further studies
— not only quantitative ones, but also qualitative ones. Multiple interviews and
case-studies are needed to approach the true motives that make companies report
on social and environmental issues. Content analysis could be used to examine
sustainability reporting practices in Russia and their evolution over time. As for the
quantitative methods, further studies in this area could explore mediators’ and
moderators’ effects in the regression model, as well are use cross-panel data in
dynamics.

IDIOSYNCRATIC SHOCKS: ESTIMATION AND THE IMPACT ON AGGREGATE
FLUCTUATIONS
SVETLANA POPOVA — BANK OF RUSSIA, RUSSIA

Many macroeconomics models suggest that business cycle fluctuations are the
results of aggregate shocks and that firm-level shocks have a negligible effect there.
But the granular hypothesis suggests that shocks from individual firms can generate
non-trivial effects on aggregate fluctuations that have been found in recent research
from other countries. Using Russian firm-level data on sales over the period from
1999 to 2017, we test the hypothesis that Russian economy is granular, and we find
that idiosyncratic (or firm-level) shocks contribute substantially to aggregate sales
fluctuations. Moreover, we show that the linkage effect is more important in
aggregate volatility explanations but that it does not work for top-100 large firms.
The results of the paper are helpful for understanding the drivers of business-cycle
fluctuations and for estimation of policy effects.
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HOW IS INSURANCE FRAUD CONDUCTED AND PREVENTED IN RUSSIA?
EVIDENCE FROM A SURVEY OF INDUSTRY EXPERTS

YURIY TIMOFEYEV, TATIANA BUSALAEVA — HIGHER SCHOOL OF ECONOMICS,
RUSSIA

The study aims to explore the current fraud prevention trends in the Russian
insurance industry. Survey responses from 20 experts and professionals of the
leading insurance companies in Moscow were collected. More than half of them are
former police officers who work in security or investigation departments. Mainly
qualitative analysis to process the data was employed. According to the experts’
opinion, the existing gaps in the legislation and difficulties in cooperation with the
police are the main sources of the inefficiency of fraud prevention strategies utilized
by the Russian insurance companies. The respondents agree that both insurers and
fraudsters actively use new technologies. Fraudulent claims in the compulsory
third-party liability motor insurance remain the most common activity among
Russian criminals, although they quickly expand into health and property insurance.
Typically, an insurance fraudster is a 34-year-old male with a college/university
degree who cooperates with an insurance broker in 42 percent of cases. Based on
this, a set of recommendations aimed at increasing the efficiency of insurance fraud
prevention was produced.

THE IMPACT OF AN INTERREGIONAL TRANSMISSION LINE ON PRICES AND
VOLUMES ON THE RUSSIAN ELECTRICITY MARKET
ANASTASIIA REDKINA — HIGHER SCHOOL OF ECONOMICS, RUSSIA

This paper investigates the change in the behavior of prices and volumes on the
Russian electricity market, caused by changes in the electrical grid. The analysis is
performed on two previously unconnected macro regions, which currently have a
“fictional” interregional transmission line. We use a dataset with economic variables
together with the flow frequency as a technical variable of the electrical grid and
prove that the latter matters. Our estimates indicate that given the existence of the
interregional link, prices in the regions converge to some extent and generation
volumes in the regions are shaped by its regions' and the adjacent regions' load. In
the future research, the whole electrical grid of Russia should be taken into account.

THE DEGREE OF THE READINESS OF THE RUSSIAN INSURANCE MARKET
FOR THE TRANSITION TO SOLVENCY II

YULIIA TARASOVA, TAISIYA SHUVALOVA — HIGHER SCHOOL OF ECONOMICS,
RUSSIA

The problem of insolvency is ambiguous and requires a solution in every field of
activity. Insurance is, to a larger extent, based on the mutual trust of the participants,
and this is the reason for governmental control of the solvency, among other things
in the new legislation. Entering the WTO means that the insurers become subject to

both the foreign legislation and the domestic one. During the process of transition
-~~~
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to the international requirements, major questions connected with the adaptation
to those requirements arise. All the aforementioned aspects confirm the relevance
of the current survey. The position stated before determined the aim of the research
— that s, the assessment of the Russian insurers from the view of their readiness to
the implementation of the new requirements contained in the Solvency-II Directive.

Several tasks were set to achieve the aim of the survey. The analysis of the current
state of the Russian insurance market has been performed. Analogues of Solvency-
Il and the experience of the Directive implementation in foreign countries where
Solvency-I had functioned before were thoroughly examined. Apart from this, the
detailed analysis of the main differences between Solvency-I and Solvency-II —
which arise from the risk-oriented approach used in the new Directive, the
introduction of the additional indicators of the financial health of the company, and
the global changes in the financial markets’ performance — was performed.

Alongside with this, the evaluation of the Russian insurers’ overall state has been
performed (with the use of the quantitative approach), and the legislation readiness
for the implementation of Solvency-II has been also considered (with the use of the
qualitative approach). One of the important points of the research is the assessment
of the level of market readiness for the Solvency-II Directive and an estimation of
the possible consequences in the case of the eventual implementation of the
Directive requirements in the Russian Federation. According to the results of the
calculations performed during the research, more than 40% of the insurers
demonstrated compliance with the Solvency Capital Requirement (SCR), whereas
the Minimal Capital Requirement was fulfilled by almost 90% of the insurance
companies studied. Nevertheless, despite the obtained results, a number of
challenges that may influence a successful Solvency-II implementation in Russia
were identified.
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INTANGIBLE-DRIVEN ECONOMY AND
DATA-LED BUSINESS MODELS

THE ANATOMY OF PAID CROWDSOURCING PLATFORMS
ANDREY SALTAN, KONSTANTIN BAKHAREV, EGOR YANKOV — HIGHER
SCHOOL OF ECONOMICS, RUSSIA

Information and communication technologies (ICT) are transforming business and
the societal landscape at an ever-increasing rate. One of the most noticeable effects
is the fast growth of digital platforms and marketplaces that facilitate the provision
of services and the exchange of goods. This growth is primarily determined by the
growth of the Internet and the expansion of the frontiers in software development,
which allows efficient and effective online collaboration of the market participants.
Another prominent example of ICT-enabled innovation is the introduction of
crowdsourcing approaches for implementing projects as a logical evolution of
outsourcing. Crowdsourcing involves a large number of participants (crowd)
wishing to contribute to a particular project or initiative, and ICT provides the
required infrastructure for effective and efficient communication, task allocation,
and assembly of the completed parts into a ready solution. The combination of the
idea of crowdsourcing with platform thinking has led to the emergence of a
particular category of digital platforms called paid crowdsourcing platforms, which
are designed for implementing commercial crowdsourcing projects. Examples of
such projects include collecting and verifying of data from open sources, developing
samples for machine learning and computer vision models, classifying textual and
graphical objects, and updating information in web mapping services.

Right after crowdsourcing projects were first introduced, they received sufficient
attention from researchers in a diverse range of disciplines, including information
technologies, economics, and sociology. A lot of these studies in these disciplines
investigate, develop, and evaluate crowdsourcing as a phenomenon with far-
reaching prospects for development and impact. However, these studies do not
provide convincing grounds for non-trivial issues of managing paid crowdsourcing
platforms. Managing these platforms requires thoughtful balancing tradeoffs
between various pricing schemes and matching algorithms, as well as defining
pipelines for the allocation of tasks and the verification of answers. This paper
addresses the issues of designing the internal structure of paid crowdsourcing
platforms, with a particular focus on the use of pricing mechanisms.

The research intended to be presented at the Conference is threefold. First, we
conducted a literature review to obtain a better understanding of state-of-the-art
research of the design and the operations of crowdsourcing platforms from different
perspectives, as well as to ground our study. We found that quite often researchers
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in pure social sciences or ones who are interested in the evaluation of the societal
impact of information technologies tend to consider crowdsourcing platforms as
“black boxes” that match agents on different sides of the market to achieve specific
goals. Without denying the validity and importance of such an approach in this
paper, we will adopt different microstructure approaches and explicitly model
crowdsourcing operation processes and principles to evaluate their effectiveness
and efficiency. This approach corresponds well with the research perspective
accepted in information technology and computer science domains. Similarly,
researchers in these domains attempt to search for optimal technological platform
structures and algorithms behind various processes. Supplementing these findings
with research findings on the optimal economic structure of paid crowdsourcing
platforms delivers a complex vision on platform structures. This is an essential goal
with sufficient theoretical and practical contributions.

Second, we will discuss the results of the survey of the paid crowdsourcing
platforms market. The market overview was based on the detailed analysis of 40
platforms that we were able to identify, including Amazon MTurk and
Yandex.Toloka. The literature review, supplemented by a market overview, allowed
us to propose a seven-dimensional pricing scheme and thematically to classify
pricing models used across these dimensions. The observed heterogeneity of
patterns regarding mechanisms employed allowed us to make assumptions on
interdependencies across various dimensions and mechanisms that could serve as
a valid research hypothesis for simulation and analytical modeling, as well as action
research.

Third, an analytical model of a crowdsourcing platform is put forward to illustrate
tradeoffs between pricing patterns, matching principles, and the task-pipeline
design. The developed model captures the fundamental mechanisms and principles
of paid crowdsourcing platforms. The performed simulation allowed us to make
sustain estimations on the efficiency of usage of the pricing mechanisms, including
surge pricing, membership fees, and price discrimination. Although within the
model we were able to obtain a better understanding of the usage of different
pricing mechanisms, more research is needed to address the issues of finding the
optimal economic structure for paid crowdsourcing platforms.

The conference presentation is going to be one of the first steps of the ongoing
research exploring the anatomy of paid crowdsourcing platforms that bridge the
gap between the engineering and the business/economics aspects of their
operations and impact. We will conclude the presentation with reflections on
challenges for the platforms' operating companies, as well as a research perspective
that could contribute to finding proper solutions for various aspects of the design
and operations of paid crowdsourcing platforms. The presented study of paid
crowdsourcing complements and extends the existing literature on crowdsourcing
and platform economy; it also creates an appropriate basis for further research in
these directions.
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THE SYSTEM FOR ORGANISATIONAL INTEGRATION ON DATA LEVEL
DARIUSZ PUT — CRACOW UNIVERSITY OF ECONOMICS, POLAND

The problem of organizational integration embraces many aspects and is often very
complex. Organizations are different; they consist of various departments, carry out
different processes, use diverse systems, operate in multi-cultural environments,
and cooperate with business partners, which also requires some kind of integration.
As a result, different processes are supported by heterogeneous systems and
applications, which makes gathering, processing, and accessing data and
information a difficult task. So, elaboration of integrating solutions on various levels
of organisational activities, including data and information level, seems to be one of
significant research issue.

A considerable number of solutions have been elaborated as far as organisational
integration is concerned. Integration may be perceived as a connection between
cooperating companies. Although such inter-organisational collaboration can offer
better services, their performance management is complex and often fails. Kourti
(2017) discusses four patterns for a more effective performance management of
inter-organisational collaborations. There are also approaches which focus on
process level integration and because processes are different, elaborated solutions
are usually adjusted to their specifics. Some researchers suggest designing
integrating solutions on the basis of actual processes and existing applications;
others propose a more radical business process redesign (Palma, 2016; Palma-
Mendoza, Neailey, Roy, 2014). There are also approaches concerning integration on
the system level. Systems are built continuously, often by composing existing sub-
systems. In a complex world of uncertainty and constant change, the new system
integration paradigm must feature two main characteristics: support for a system-
of-systems approach to manage complexity and support for a high-level relation
between sub-systems to manage diversity, uncertainty, and dynamics (Diaconescu
etal, 2016).

As far as data integration is concerned, there have been several solutions elaborated.
The prob-lem of designing data integrating systems includes the following aspects:
modelling a data integration application, processing queries, dealing with
inconsistent data sources, and reasoning on queries (Lenzerini, 2002). Some
authors propose mixed methods (e.g. Fielding, 2012; Greenhalgh et al., 2010; Pluye
et al,, 2010). Wang, Haas and Meliou (2018) classify data inte-gration systems by
their explainability — the ability to derive explanations which provides op-
portunity for systems to interact with human users. What is more, alternative to
data integration — diffraction concept, which is supposed to be the way of letting
data speak to us in different ways and, conversely, allowing us to speak back with
and to the data differently too, has also been proposed (Uprichard, Dawney, 2019).
Diffraction allows the data to cohere — or not. And if not, then maybe all there will
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be to show at the end of the period of research is a number of cuts producing
different visibilities that cannot be forced into a singular narrative.

In this article, organisational integrating solutions on the data level are discussed.
Areas where data integration is necessary are characterised, including machine
learning, which demands utilizing data from the greatest possible variety of sources,
and this is why data integration plays a key role in the whole process (Dong,
Rekatsinas, 2018). Different approaches (including central databases, federated
solutions, data warehouses, and ontology-based systems) are dis-cussed, compared,
and characterised. Because one of the important parts of integrating solutions is
how data are delivered to users, the system enabling to create pre-defined, as well
as ad hoc, queries and the process of its designing is discussed. The proposed system
consists of four levels, and its core is based on the co-shared ontology that stores
metadata about the available data and information gathered by individual,
autonomous systems constituting the integrating solution. The most important
problems connected with the implementation of such a system are discussed, and
methods for overcoming some of them are proposed. Finally, the process of query
formulation in the system is discussed.

The proposed system, the process of its designing, and some problems connected
with its preparation and elaboration have been discussed. Of course, organisations
are heterogeneous, so implementation of the whole system in one institution is
questionable. But, problems described in this paper appear in a considerable
number of data integrating approaches, so the proposed solutions may be applied
in various different systems to resolve problems appearing during the elaboration
of almost any data integrating system.

HR-DETERMINANTS OF BANKS SURVIVAL IN RUSSIA
VICTOR KRAKOVICH, JEFFREY DALE DOWNING, TAISIA SHUVALOVA —
HIGHER SCHOOL OF ECONOMICS, RUSSIA

The banking sector can be considered the “backbone” of the economy (Vaziri et al.,
2012). A healthy banking industry is a required condition for the economic
development of the country. That is why it is particularly important to study factors
contributing to banks' financial stability. The situation in Russia provides a unique
opportunity to investigate such factors. In the period from 2013 to 2019, the Russian
Central Bank withdrew the licenses of more than 450 banks; the total number of
functioning banks on 15th July was 464. So, in the seven-year period, the banking
sector was halved in terms of the number of credit institutions. At the same time,
banking assets concentrated among the largest banks. In 2013, the top5 banks
possessed 50.28% of the total banking sector assets, while in 2019, their share rose
to 60.44% (EMISS). In western economic history, we can also find examples of
banking sector consolidation. The amount of banks functioning in the United States
decreased by 30% in 1988-1997. However, at the end of the 1990s, the number of
newly created banks exceeded those that left (Berger et al., 1999). The number of
banks in EU15 also declined significantly between 1985 and 2004 — from 12,315 to
7300 (Goddard et al., 2007). The Russian case can still be considered a unique one

because of the higher proportion of closed banks in a shorter period.
- e e e
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This situation can be used as a natural experiment to study the factors affecting
banking stability. Financial performance indicators are relatively easy to collect and
process as banks have an obligation to submit monthly reports that can be used for
analysis to the Central Bank. The problem with using only financial indicators is that
they are presented as a fait accompli and by themselves do not help much to predict
the prospects of the bank (Norton & Caplan, 1996). It is necessary to estimate and
analyze other intangible factors in order to define the properties of more
competitive banks.

The resource-based view and the concept of dynamic capabilities are among most
popular tools to define competitiveness factors of firms (Teece et. al., 1997).
According to this approach, firms should focus on the development of valuable, rare,
inimitable, and nonsubstitutable (VRIN) resources as a source of competitive
advantage (Barney, 1997). Mostly, such resources will be connected to the human
resources because people and their skills and knowledge possess all the
components of the VRIN framework (Saa Pérez&Falcon, 2004).

A number of other researchers have also mentioned intellectual capital
management and human resources specifically as important additions to the
traditional strategies of the firm. Hiltrop (2005) mentioned the necessity of linking
the model of human resource management used in the company with its main
strategy and objectives. HR policy is only part of the whole system of various actions
required for the best possible performance; nevertheless, it deserves attention from
the employer’s side and should be taken into consideration as well as the financial
results. The same point is emphasized by Ferreira et al. (2011), where the authors
affirm the increasing relevancy of HR development and the choice of its
development strategy with respect to the major objectives of the firm. Intellectual
capital as a whole is steadily gaining more importance, becoming an asset of greater
value than any of the physical ones (Yalama&Coskun, 2007). According to Al-
Musalli&Ismail (2012), physical capital is vital for operating; however, there is a
strong dependency of the service quality on the intellectual capital and human
resource management, which eventually get to be more valuable due to the
increasing number of market players and the inclusivity of traditional assets
(meaning that almost every organization can gain access to them and use them
properly, as it was described above). Human capital has quite a noteworthy
influence on the customer impressions and their will to continue negotiations with
a specific banking organization, which is of great importance to the bank (Ferreira
et al,, 2011) The increasing role of the intangibles is also confirmed by Chen et al.
(2014), who stated that the economy had experienced a transition to the
knowledge-based foundation from the former industrialized approach, and under
such circumstances growth and affluence depend more on intellectual assets.

So, it becomes evident that there is a growing need for the development of
appropriate measures and proxies for human resource management efficiency and
|

29



Part 1. Book of abstracts INTANGIBLE-DRIVEN ECONOMY AND DATA-LED
BUSINESS MODELS
intellectual capital impact. Financial tools commonly used for measurements of
tangibles are inefficient to estimate intellectual capital (Maditinos et al., 2011). One
of the methods used by the researchers is based on the investigation of job
advertisements placed by the organizations in various sources. Addressing various
surveys performed on this topic (Shahbazi et al., 2010, Miiller et al., 2014, Kurekova
etal, 2016), one can derive a number of common patterns used when exploiting the
approach described above.

The very basic concept of the job advertisements analysis method is as follows: a
sample of adverts is collected; it can be either one-period data or a larger variety to
perform the comparison and observe the dynamics. Usually, the approach employed
for further analysis is referred to as “text mining” or, more broadly, “content
analysis”. In most cases, the author of the research concentrates on the conditions
offered by the employer and on the skills required to perform job duties. The
classification later imposed on the data extracted from the initial sample can vary
according to the investigator’s needs and assumptions; for instance, Shahbazi et al.
chose to categorize all the identified competencies and skills by their belonging,
namely personal skills, generic ones, and those specific for a certain discipline.
Kurekova et al. implemented two different techniques of clustering: firstly, they
divided skills into the groups of formal, technical ones and non-cognitive ones, and
then introduced the chosen strategy of splitting skills by the size of the specification,
namely general skills (the broadest category), skills specific for an industry, and
lastly those which relate to a specific company. The findings of these authors imply
that the demand for exact competencies is quite manifold and varies not only by the
type of the job but within similar structures across the states as well.

In our research, we look at the demand for different vacancies of Russian banks for
the period of 2013-2017. The data are collected from the hh.ru website. We define
the HRstrategy factors contributing to the probability of bank survival controlling
for financial indicators.

ECONOMIC POLICY UNCERTAINTY AND COMPANY INVESTMENTS IN
HUMAN CAPITAL
[ULITA NAIDENOVA — HIGHER SCHOOL OF ECONOMICS, RUSSIA

Introduction

Human capital is one of the key resources of any organization. Human capital takes
part in all activities of an organization combining all other resources (Kianto, Saenz,
& Aramburu, 2017). There is vast literature that supports the importance of human
capital for organizational performance (see, for example, Cuganesan, 2006; Seleim,
Ashour, & Bontis, 2007; Shrader & Siegel, 2007; Li, Qin, Jiang, Zhang, & Gao, 2015;
Kianto et al., 2017). Despite the fact that human capital belongs to individuals, not
the companies they work for, companies invest in human capital by training and
hiring new employees with useful skills and knowledge.

However, it is questionable, how organizations change their behavior with respect
to human capital investments under uncertainty. Theoretical models confirm the
|
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impact of uncertainty on human capital investments on individual (Kim, 2010) and
country (Wasmer, 2006; Gervais, Livshits, & Meh, 2008) levels. On the country level,
previous research found the in the period of turbulence it is better to have less
specific human capital (Wasmer, 2006; Gervais et al., 2008). The research devoted
to the analysis of consequences of crisis generally shows higher unemployment
rates (Campello, Graham, & Harvey, 2010; Heyes, 2013) but the effect can be
substantially mediated by government policy such as in the case of Germany after
the crisis 2008-2009 (Bellmann & Gerner, 2012; Zagelmeyer, Heckmann, & Kettner,
2012). Using sports data, Kuhnen amd Oyer (2016) shown that uncertainty hinders
hiring and the effect is stronger when firms face greater firing and replacement costs
and less competition. However, other research found the important role of human
capital to succeed in the period of high economic turbulence (Guevara & Bounfour,
2011; Shakina & Barajas, 2014) and to recover after the crisis (Barajas, Shakina, &
Fernandez-Jardén, 2017). Therefore, it can be reasonable for a firm to invest in
human capital even under high uncertainty.

The measurement of uncertainty is another important issue in investigating the
impact of uncertainty on investments in human capital. Previous research generally
addresses this issue by considering the periods of high turbulence and comparing it
with a period of stability. Baker, Bloom and Davis (2016) developed the index of
economic policy uncertainty (EPU) based on newspaper coverage frequency. Baker
et al. (2016) shown that EPU negatively and significantly affects firm-level
investment rates and employment growth. Subsequent research confirmed the
negative influence of EPU on corporate investments (Kang, Lee, & Ratti, 2014; Wang,
Chen, & Huang, 2014; Gulen & Ion, 2015). Current research is aimed to investigate
the effect of the EPU on corporate investments in human capital and test whether
the effect varies across countries.

Data and methodology

We use a dataset of more than 1,300 public non-financial companies during the
period from 2004 to 2014 located in five European countries: the UK, Germany,
France, Spain, and Italy. Financial data about the companies were collected from the
Bureau Van Dijk (Amadeus) and Thomson Reuters databases. Additional non-
financial information has been collected from publicly available sources such as
company websites, rating agencies and patent and information bureaus. The EPU
index for each country is publicly available on
the http://www.policyuncertainty.com. According to the methodology presented
on the website, the EPU index is “constructed from three types of underlying
components. One component quantifies newspaper coverage of policy-related
economic uncertainty. A second component reflects the number of federal tax code
provisions set to expire in future years. The third component uses disagreement
among economic forecasters as a proxy for uncertainty”. Monthly EPU data is
averaged across the year.

|
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To measure the company’s investments in human capital we use the company’s cost
of employees (relative to sales) and change in the cost of employees during the year
(relative to sales). Control variables describe the general features of a company as
well as investment in material capital. Companies’ main characteristics are
presented in table 1. The financial variables are measured in millions of euros. The
correlation matrix shows low correlations among the variables, therefore, there
should not be multicollinearity issues (table 2). The dynamics of EPU (Figure 1)
shows the high correlation of the EPU index among all considered countries but with
considerable difference in EPU value.

Table 1. Descriptive statistics for the main variables

Variable Mean Standard Deviation Minimum Maximum
Cost of employees:/ 0,280 0,195 0,000 1,988
Sales:

(Cost of employees: - 0,011 0,063 -0,496 0,479
Cost of employeest.1) /

Sales:

Cost of employees: / 0,071 0,628 0,000 38,902

Number of employees:

EPU 134,629 58,467 59,301 315,339
Tobin's q 1,497 1,222 0,089 15,057
Company size (natural 5,582 2,319 -1,398 12,643
logarithm of total

assets)

Capex:/ Total Assets: 0,071 0,154 -3,847 4,067
Financial leverage: 1,061 1,447 0,000 19,883
Sales: / Assetst 1,035 0,709 0,000 11,829
ROIC: 0,060 0,112 -0,500 0,987
Corporate university 10,842 0,351 0,477 0,000
Share of managers 10,471 0,291 0,340 0,000

that own shares
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Table 2. Correlation matrix

Variables n @ 6 @ G 6 ™0 ® @ @ a0 12

Cost of employees: / Sales: 1.00

(Cost of employeest- Cost of 0.13 1.00
employeest.1) / Sales:

Cost of employees: / Number of 0.05 0.01 1.00

employees:

EPU 0.08 0.00 0.02 1.00

Tobin's q 0.10 0.11 -0.01 -0.11 1.00

Company size -0.34 -0.04 -0.01 0.01 -0.19 1.00

Capex:/ Total Assetst -0.01 0.18 -0.01 -0.09 0.04 0.02 1.00

Financial leverage: -0.16 -0.05 -0.01 -0.05 -0.08 0.21 -0.02 1.00

Sales: / Assetst -0.07 -0.04 -0.02 -0.01 0.10 -0.25 -0.06 -0.01 1.00

ROIC: -0.14 0.17 -0.01 -0.04 0.25 0.03 0.136 -0.13 0.1 1.00

Corporate university -0.00 0.06 0.03 0.06 -0.02 0.16 -0.01 -0.04 0.06 0.05 1.00
Share of managers 0.01 -0.02 -0.00 -0.04 0.03 0.05 0.00 0.03 0.01 0.01 -036 1.00

that own shares

Preliminary results

Models 1-3 shows the results for the cost of employees relative to sales as a
dependent variable whereas models 4-6 are for change in the cost of employees
relative to sales. The results for model 1 evidence that on average, there is a negative
impact of EPU on corporate investments in human capital. Change of EPU on 1
standard deviation (58) will change the cost of employees to sales ratio
approximately by 0.006 which is 2% of the average value of the dependent variable.
Thus, the effect is economically significant. However, the estimations for models 2

and 3 shows that the impact varies by country and industry. In Germany, high level
-
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of EPU makes companies invest more in human capital. In services and professional
services industries companies do not change the level of investments in human
capital depending on EPU.

However, the results for models 4-6 contradicts previous results and evidence for
positive change in human capital investments with the growth of EPU. The effect
also varies across countries and industries, but always stays positive.

Conclusion

Current research is aimed at the investigation of companies’ behavior with respect
to human capital depending on the uncertainty of economic policy. Unlike previous
studies focused on capital expenditures (Kang et al.,, 2014; Wang et al., 2014; Gulen
& lon, 2015) and even the study of employment growth of Baker et al. (2016), we
found the positive impact of EPU on change in the cost of employees. Vice versa, the
decrease in EPU can cause a decrease in hiring new qualified employees. This
corresponds to theoretical assumptions regarding specific and general labor
(Wasmer, 2006; Gervais et al., 2008).

The research highlights the specificity of human capital as a firms’ resource. This
result can be driven by employment policies aimed at supporting employment or
inclusion of the crisis period 2008-2009.

Table 3. The analysis of EPU impact on firm-level investments in human capital

(1) (2) (3) 4) (5) (6)
VARIABLES Models for the cost of employees Models for change inthe cost of
employees
EPU (LAG) - -0.0001 -0.0001 0.0001*** 0.0002*** 0.0001**
0.0001***
(0.0000) (0.0000) (0.0001) (0.0000) (0.0000) (0.0000)
GERMANY * EPU 0.0002** 0.0001*
(LAG)
(0.0001) (0.0001)
FRANCE * EPU 0.0000 -0.0001**
(LAG)
(0.0000) (0.0000)
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SPAIN * EPU
(LAG)

ITALY * EPU
(LAG)

MANUFACTURING
* EPU (LAG)

ENERGY * EPU
(LAG)

SERVICES * EPU
(LAG)

TRADE * EPU
(LAG)

PROFESSIONAL
SERVICES * EPU
(LAG)

TOBIN'S Q (LAG)
COMPANY  SIZE
(LAG)

-0.0034**
(0.0013)

0.0141%**

0.0000

(0.0001)

0.0002

(0.0001)

0.0035%**

(0.0013)

0.0142%**

0.0001
(0.0001)
0.0001
(0.0001)

0.0001%*

(0.0000)

0.0004**

(0.0001)

-0.0000

(0.0001)

-0.0001**

(0.0001)

0.0000

(0.0000)

-0.0030%*  0.0053**  0.0050***

(0.0013)  (0.0011)  (0.0011)

0.0134%*  0.0256™*  0.0251%**

0.0001*

(0.0000)

0.0001

(0.0001)

-0.0000

(0.0000)

0.0001
(0.0000)
0.0000
(0.0000)
0.005 1%

(0.0011)

0.0257***
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(0.0029)  (0.0029)  (0.0029)  (0.0025)  (0.0025) (0.0025)

CAPEX / TOTAL - - -
ASSETS (LAG) 0.0182%** 0.0190*** 0.0173***

0.0362%%  0.0355%*  0.0356**
(0.0052)  (0.0052)  (0.0052)  (0.0044)  (0.0044) (0.0044)

FINANCIAL -0.0020** -0.0020** -0.0020** - - -
LEVERAGE (LAG) 0.0022%** 0.0023*** 0.0022%**

(0.0009)  (0.0009)  (0.0009)  (0.0008)  (0.0008) (0.0008)

SALES / ASSETS - - - = = -
(LAG) 0.0343*** 0.0348*+** 0.0340*** 0.0457*** 0.0452%** 0.0457***

(0.0037)  (0.0037)  (0.0037)  (0.0031)  (0.0031) (0.0031)

ROIC (LAG) - - - 0.0667*  0.0660%*  0.0665**
0.0755%  0.0761**  0.0763***
(0.0104)  (0.0104)  (0.0103)  (0.0088)  (0.0088) (0.0088)
CORPORATE 0.0033 0.0033 0.0024 -0.0140*  -0.0132*  -0.0141*
UNIVERSITY
(LAG)
(0.0092)  (0.0092)  (0.0092)  (0.0078)  (0.0078) (0.0078)
SHARE OF | 0.0291* 0.0281* 0.0270* 0.0005 0.0016 0.0015
MANAGERS
THAT OWN
SHARES (LAG)

(0.0159)  (0.0159)  (0.0159)  (0.0135)  (0.0135) (0.0135)

COMPANY FIXED included included included included included included
EFFECTS

YEAR FIXED included included included included included included
EFFECTS
CONSTANT 0.4007*** 0.3926*** 0.3980*** 0.2001*** 0.1875*** 0.2000***

(0.0194)  (0.0200)  (0.0194)  (0.0164)  (0.0170) (0.0165)
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OBSERVATIONS 8,212 8,212 8,212 8,212 8,212 8,212
R-SQUARED 0.0522 0.0533 0.0600 0.1049 0.1075 0.1067
NUMBER OF 1,306 1,306 1,306 1,306 1,306 1,306
NUMBER

Note: Standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1. Base level for
country is UK. Base level for industry is Construction.

INNOVATIVE STRATEGIES UNDER ECONOMIC DISTRESSES: EVIDENCE
FROM RUSSIAN CRISES

SOFIA GRITSUK, KRISTINA BELOVA — HIGHER SCHOOL OF ECONOMICS,
RUSSIA

Under the unfavourable economic conditions, companies need to quickly react to
such an environment. However, the role of innovations in this process is
insufficiently studied in terms of the Russian crises. The goal of the research is to
explore innovative strategies of companies in Russia under the two consequent
crises: the global financial and economic recession of 2008-2009 and the local
politically-driven crisis of 2014. In particular, the research specifically considers the
internal factors of Russian companies, which lead to innovations, largely defined by
the R&D investments and the number of patents. The study provides longitudinal
panel data of the financial results for the period of 2008-2017. The regression
model with the fixed effect is used to consider the relationship between innovation-
related variables and the performance of Russian companies in general and in the
period of the crises. Furthermore, the innovations are considered in terms of the
input-output effect, which reveals the relationship with the performance, as well.
For that matter, the 3SLS regression model has been used to show the different
levels. The main findings are asfollows. Firstly, R&D investments and patents are
positively significant in terms of operating revenue, EBIT, and operating margins for
both the crises of 2008-2009 and 2014. Secondly, patents have statistically bigger
coefficients than R&D investments. Thus, R&D investments can be considered the
input of innovations as they are positively significant for patents. Moreover, crisis
heterogeneity has been observed in terms of industries, meaning a different
influence. Thus, the oil industry has been affected the most by the crisis of 2008-
2009, and R&D investments had a positive influence in such unfavorable conditions,
proving the first hypothesis of the study. The production and services industries
have been the most significant in terms of the crisis effect in 2014. Therefore, the
overall statistical influence of innovations is found for the performance of
companies.

THE ESSENCE OF BUSINESS MODEL INNOVATION IN START-UP COMPANIES
PAVEL MILEI — HIGHER SCHOOL OF ECONOMICS, RUSSIA
|
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The phenomenon of business model innovation has been gaining an ever-growing
interest of the practitioners and academics alike. Affected by the gaps and
discrepancies in the underlying business model concept, the research on business
model innovation, however, is still at an early stage and lacks solid theoretical
grounding. One of the main gaps in the existing research pertains to the lack of well-
delineated boundary conditions of business model innovation field. In particular,
the question of whether business model innovation takes place in entrepreneurial
or incumbent firms has not been unequivocally addressed in the literature. The
present study seeks to fill in the existing research gap by explaining the essence of
business model innovation in the context of entrepreneurial firms.

The conducted review of the literature revealed that the majority of academics study
business model innovation only in the context of incumbent firms, whereas much of
the remaining research examines the matters of business model innovation without
clearly differentiating between the entrepreneurial and the established firms. In the
meanwhile, inquiries into the phenomenon of business model innovation in the
context of start-up companies remain very scarce and scattered. Nevertheless, we
argue that business model innovation is intrinsically different in established and
entrepreneurial firms and, therefore, the research on business model innovation
calls for a distinct theoretical setting to accommodate start-up companies. We
suggest that the research differentiate between four clusters based on whether
business model innovation takes place in a start-up or an established firm, and
whether it involves the creation of a new business model (business model design)
or a transition in an existing business model (business model reconfiguration).
Accordingly, we propose that business model innovation can be a result of (1)
replacement of an established business model (business model reconfiguration in
an incumbent firm), (2) parallel business model (business model design in an
incumbent firm), (3) “pivot” in a business model (business model reconfiguration in
an entrant firm), and (4) start-up business model (business model design in an
entrant firm). Leaving the research on incumbent firms (addressed in the extant
literature on business model innovation) and research on “pivot” in a business
model (addressed in the lean start-up approach) beyond the scope of our study, we
aim to explain the essence of business model innovation within the cluster of start-
up business model.

Although every start-up which enters a certain market employs a particular
business model, not every start-up business model result in business model
innovation. In order to elucidate what constitutes a business model innovation in
start-ups, our research suggests that innovativeness of a start-up business model
shall be measured in three dimensions, which we denote as breadth, depth, and
reach. The breadth of business model innovation refers to the number of business
model elements undergoing a change. Unlike established companies, which already
employ an initial “status quo” business model that they can change, start-up
companies do not employ any status quo business model to compare the breadth of
change against. Consequently, we maintain that the reference point for measuring
business model innovation breadth in the context of start-up companies shall be the
predominant business model present in the market. The appropriate scale to
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embrace the breadth of BMI ensues from the total number of elements attributed to
a business model. Building on the insights from the widely used Business Model
Canvas framework, which distinguishes nine building blocks of a business model,
we propose a scale of business model innovation breadth from 0 to 9. The depth of
business model innovation relates to how radical the change in business model is.
We propose the following scale to describe the depth of innovation in a business
model: old, incrementally new, moderately new, and radically new. The last
dimension of start-up business model innovativeness refers to the reach of
innovation. Traditionally, the reach of innovation has been measured by whether it
is new to the firm, the market, the industry, or the world. Following the line of
argument that start-up companies do not have a status quo business model that can
be used as a reference point, we maintain that “new-to-the-firm” band of innovation
reach is redundant in the context of start-up companies. Accordingly, we propose
the following scale of BMI reach: known-to-the-market, new-to-the-market, new-to-
the-industry, and new-to-the-world. We maintain that innovativeness of start-up
business models is a matter of extent. While start-up companies whose business
models are located around the intersection of three axes (low breadth, depth, and
reach) cannot qualify as business model innovations, those start-ups that can
achieve the highest breadth, depth, and reach bring the most innovative business
models to the market.

The conducted study makes a contribution to the existing research on business
model innovation by incorporating start-up business models as a distinct unit of
analysis and explaining what constitutes a business model innovation in a start-up
company based on a three-dimensional scale of business model innovativeness. This
study is among the first to lay a conceptual foundation of research on business
model innovation in start-up companies. Future research may build upon the
proposed concepts to empirically analyze how business model innovation impacts
the performance of entrepreneurial firms.

CONCEPTUAL FRAMEWORK OF AGENT-BASED MODEL OF RELATIONAL
CONFLICTS IN RUSSIAN RETAIL
YULIA MOROZOVA — HIGHER SCHOOL OF ECONOMICS, RUSSIA

Collaboration and trust relationships are important success factors in supply chain
management. However, in practice, relationships between counterparties in the
supply chain face conflicts preventing the companies from building an ideal supply
chain collaboration. This paper proposes a conceptual framework of agent-based
model that helps to understand how individual behavior of counterparties in
conflict situations and collaboration strategy affect supply chain efficiency in
dynamics. The research is based on a Russian retail case study describing a grocery
sector where the key market stakeholders are retailers and suppliers
(manufacturers). The important feature of the Russian grocery sector is a
dominating power of the retailers over the suppliers. The author investigates the
-
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main drivers of conflicts in the retaile-supplier relationship and offers a
specification of the agent-based model.

DIGITALIZATION IN RUSSIAN REGIONS
YULIYA AVERYANOVA, ANGEL BARAJAS — HIGHER SCHOOL OF ECONOMICS,
RUSSIA

Digitalization is a key trend in the global economy. There have been several changes
in the technological development of companies, government institutions, and
business companies. In this study, we investigate the level of digitalization of
Russian regions in different perspectives by using the Russian Statistics Bureau. We
describe the stages of digitalization in the year 2012 and in the year 2017 in Russian
regions and compare them. Using descriptive statistics, we analyze the major
changes in Russian regions from 2012 to 2017 in order to understand digitalization
breakthrough in Russian regions.

TRANSFORMATION OF JOBS IN BANKING: EVIDENCE FROM E-BASED
ADVERTISEMENTS
POLINA ARTAMOSHINA — HIGHER SCHOOL OF ECONOMICS, RUSSIA

The aim of this research is to analyze the impact of digitalization on the skills
transformation presented in the job advertisements of Russian banks. Using the
panel data set of 22,401 vacancies in the Russian banking industry, the paper shows
how the skills have transformed due to the digitalization process during 2005-2017,
as well as explores the most desirable sets of skills for IT and accountant specialists
in three periods (before, during, and after the global financial crisis). In addition to
this, based on the isomorphism theory, professional skills sameness regardless of
the industry and country was indicated. By applying text mining, the bulk of job
advertisements during 2005-2007, 2008-2010, and 2011-2017 was restructured
and analyzed. The logit regression conducted in the study indicates not only the
ambivalent influence of the digitalization on the banking job advertisements but
also a significant impact of the global financial crisis as a trigger for the intensive
development and changes in the corporate strategies of Russian banks.
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INSTITUTIONS OF PUBLIC SECTOR:
EMPIRICAL EVIDENCE

FIRM EFFICIENCY, EXITS, AND GOVERNMENT PROCUREMENT CONTRACTS
EVGUENIA BESSONOVA — BANK OF RUSSIA, RUSSIA

This study provides evidence that productivity growth trends in Russia are similar
to those in other countries where technology leaders enjoy productivity growth
with a gap increasing between them and other companies. A survival analysis
suggests that the most efficient firms quit the market at a faster rate than firms in
other efficiency groups in the Russian economy. Survival functions of the least
efficient firm do not always differ significantly from those of other companies.
Results based on public procurement data provide evidence that additional
financing from government contracts helps both the most and the least efficient
firms to survive and shelters them from competitive pressure. In the short run, the
positive effect of winning government procurement contracts for leaders seems to
be only observed in their home regions, providing indirect evidence that the public
procurement system supports not all types of firms with growth potential but only
those affiliated with the local authorities. Intervention in the mechanism of market
selection through the system of public procurement could have a strong negative
effect on economic growth as it provides incentives for inefficient firms without
growth potential to stay in the market longer.

TAX AUDIT DATA ANALYTICS USING POWER BI: A PROOF-OF-CONCEPT
WITHIN AN INDONESIAN CASE

AGUNG DARONO, FEBRIAN DANI — INDONESIAN MINISTRY OF FINANCE,
INDONESIA

Tax audit is a measure to ensure that taxpayers have complied with tax laws. Tax
auditors are now almost certainly dealing with electronic data, whose size is getting
bigger and whose format is becoming very diverse and complex. Consequently, the
tax auditor must have reliable tools to deal with this situation. This paper, using the
tax audit setting in Indonesia, seeks to present a proof-of-concept (PoC) that
explores various possibilities for using Power BI as tax audit data analytics tools.
This study, by limiting its scope to descriptive and predictive analytics, found that
Power BI could be used to conduct tax audit data analytics for several areas,
including: (1) collecting and transforming data from various formats and sources
with relatively large sizes; (2) saving applied-steps related to data transformation,
as well as audit test to be re-deployed on different audit tasks, at the same time also
establishing audit logs; (3) performing analysis in the form of data matching to find
audit findings that require further confirmation from tax auditors with taxpayers.
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INFORMATION TECHNOLOGY, ORGANIZATIONAL CULTURE, AND SERVICE
QUALITY: THE MEDIATING EFFECT OF PERSONNEL PERFORMANCE
TIGOR SITORUS, PALMA FITRIA FAHLEVI, JAROT PRIANGGONO, RAHMAT
SENTIKA — INDONESIAN POLICE SCIENCE COLLEGE, INDONESIA

This study aims to investigate and develop a model of empirical research on
Information Technology, Organizational Culture and Personnel Performance to
Service Quality by proposing Personnel Performance as a mediating variable. The
study was conducted by surveying 100 police officers and 100 community
Personnel in the cooperation office between Police with Local Government of the
city of Bandung, and the data were analyzed by the structural equation model, using
Smart PLS. The results are that all the hypotheses are accepted, and the result of the
study proves that personnel performance acts as an intervening variable on the
influence of Information Technology and Organizational Culture on Service Quality.

VOLUNTARY PENSION INVESTMENT IN A THREE-PILLAR SYSTEM:
PARTICIPATION AND CONTRIBUTION

KARSTEN STAEHR, MAGNUS PIIRITS — TALLINN UNIVERSITY OF
TECHNOLOGY, ESTONIA

This paper studies the decision of individuals to invest in the voluntary private
pension pillar of a three-pillar pension system. A three-pillar pension system
typically consists of a government-run first pillar, a private but compulsory second
pillar, and a private but voluntary and tax-exempt third pillar. We ask which factors
that make individuals choose to join the third pillar pension investment and which
factors affect the monetary contribution to the pension investment when they have
already joined.

The paper seeks to provide insights of use for on-going debates on how to reform
pension systems amid aging societies and rapidly increasing old-age dependency
ratios. It has frequently been argued that private pension savings must play a
greater role in ensuring the adequacy of pensions, but this makes it important to
gain detailed knowledge of the factors that lead individuals to prepare for their own
retirement through voluntary third-pillar investment.

Numerous studies have considered contributions to 401(k) accounts, the main
private pension scheme in the USA. These studies have reached a number of general
findings although there is no consensus regarding the effects of gender and
education on 401(k) saving. Very few studies have considered the factors driving
voluntary private pension investment in Europe, presumably because adequate
data have generally not been available. The fact that the voluntary contributions are
administered by private funds typically implies that although aggregate data have
been collected, information on individual characteristics are not available.

We have access to a very fine-grained dataset that is constructed by merging several
Estonian data registers using data from 2014 (or 2013 for a few variables). The
merged dataset consists of data from the pension fund register, the population
register, and the education register. The merged dataset contains information on
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how much (if at all) an individual contributes to third-pillar pension investment in
2014, background information on all individuals in Estonia, and detailed
information on their education. The dataset contains data on the full population in
the relevant age group living in Estonia (around 700,000 individuals), although the
education data are only available for a subset of the population (around 250,000
individuals).

The paper presents detailed summary statistics to provide a detailed picture of the
data. The empirical analysis takes into account the fact that the voluntary pension
contribution is a variable truncated at zero. The main methodology used is
Heckman's selection model, which distinguishes between the participation choice of
whether or not to invest in a voluntary third pillar pension fund and the intensive
choice of how much to invest (given the individual participates). Various other
methodologies are used in robustness analyses.

The paper contributes to the literature on voluntary pension investment in several
ways. First, it is among the very first to use European data to estimate the effects of
individual characteristics on voluntary pension saving. Second, it considers both the
extensive choice of whether or not to participate and the intensive choice of how
much to contribute. Third, it includes a large number of individual characteristics in
the estimations, including the educational attainment. Fourth, the analysis uses
population-wide data and thus avoids possible selection biases stemming from
survey data. Last, but not least, the analyses are for voluntary pension investment
in the three-pillar system where individuals also will receive pension payouts from
the first and second pillars. No studies have previously analyzed voluntary third-
pillar investment in a three-pillar system.

Preliminary results show that the factors or individual characteristics driving the
participation choice are quite different from those driving the contribution choice.
The key factor driving the participation choice is whether or not the individual has
earlier opened a voluntary pension saving account, although this does not appear
important for the contribution choice. We find as expected that high-income earners
contribute more than low-income earners, but the effect of income on the
participation choice is less certain, perhaps reflecting that a non-negligible share of
low income earners also makes contributions. The age enters linearly in the
participation choice but in a U-shaped manner in the contribution choice. Finally,
the gender does not appear to be of importance for either the participation choice
nor the contribution choice. Further analysis will provide further information on
these findings and other research questions.
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INTEGRATION OF PERFORMANCE ASSESSMENT INSTRUMENTS IN
PERFORMANCE MANAGEMENT PERSPECTIVE IN WEST JAVA REGIONAL
POLICEVITA

MAYASTINASARI, CHRYSHNANDA DWILAKSANA, NOVI INDAH EARLYANTI,
BENYAMIN LUFPI — INDONESIAN POLICE SCIENCE COLLEGE, INDONESIA

The performance of the Indonesian National Police personnel is assessed not only
by the leadership within the internal institution but also by the public or an external
institution. Therefore, the accuracy of performance assessment instruments is
important, because errors in setting and using performance assessment
instruments would effect an inaccurate placement of personnel in positions, which
potentially negatively affects the performance of the personnel and would influence
organizational performance. This study aims to learn the perceptions of National
Police personnel regarding the performance assessment in National Police and how
to propose performance assessment instruments in Indonesian National Police. The
research mix method is the approach chosen in this study, along with the survey
method and a descriptive analysis. The research area in this study is West Java
Regional Police. The study involved 223 respondents of National Police personnel.
Data was collected by questionnaire distribution techniques, Focus Group
Discussion (FGD), and document collection. The instruments of data collection in
this study were questionnaires, interview guides, and document check list sheets.
The results of study indicated that Performance assessment instruments of
Indonesian Police personnel vary, namely: Performance Management System,
evaluation of assessment, talent, personnel records, education and training, officer
duty period, duty Period in rank, and other assessment instruments determined
specifically relating to the determination of personnel who get awards on duty.
Those elements would determine the promotion of personnel in some positions.
Therefore, the accuracy in determining performance assessment instruments is
very important.

CREATING A COMPETENCY MODEL FOR AN HR-ANALYST
ALEXANDRA OSIPOVA — HIGHER SCHOOL OF ECONOMICS, RUSSIA

Currently, the corporate world is undergoing the process of digital transformation,
and the implementation of data analysis in managerial decisions is gaining
popularity every year. HR as a business function has a great potential in
incorporating of data analysis practices, and it is only on the way to catching up with
such functions as marketing and finance (SHRM foundation, 2016).

Although in the literature the term “HR-analytics” appeared about 15 years ago,
scholars still struggle to differentiate between HR-analytics, workforce analytics,
human capital analytics, and people analytics. However, according to Marler &
Boudreau (2017), all terms have a common semantic core consisting of three
elements: analysis of various data types in HR and in related functions, reporting,
and the support of managerial decisions.
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As for necessary competencies that should be acquired by HR-analysts, Mclver et al.
(2018) identified four areas, which are (1) mathematics and statistics, (2)
programming and work with databases, (3) business acumen, (4) data visualization
and presentation skills.

According to the recent PwC study (2017), 86% managers consider the creation or
development of HR analytics department to be one of the highest priorities for the
next 1-3 years, while 69% of them are firmly convinced that their employees do not
have sufficient skills to meet that goal.

Consequently, a large body of literature is devoted to theoretical aspects of HR-
analytics and necessary background for that field. However, there are few empirical
papers that explore the labour market need for competencies necessary for
HRanalysts.

This paper aims to shed light on the content of a competency model for an HRanalyst
and is is based on labour market analysis and business experts' views.

A mix-method approach was chosen to conduct this exploratory study. Data were
collected using a focus group with 30 HRexperts from both Russian-owned firms
and MNCs. A content analysis of 40 vacancies from both the largest Russian job
board HeadHunter and the global GlassDoor was also conducted.

Findings from the focus group revealed two types of competency models for an
HRanalyst. The first type is referred to as a “customer” HRanalyst competency
model. Such an employee should understand the research methodology and
programming code, interpret data analysis results, and outline managerial
recommendations. The second type is called an “expert” HRanalyst, who should
acquire such competencies as data collection, processing, analysis, and
visualization. But these two profiles have some shared competencies, which are
design thinking, conducting research, and business acumen. Moving on to digital
skills, HRexperts pointed out that HRanalysts should be proficient in Excel, SQL,
SPSS, Python, and R-studio.

As for the content analysis of vacancies, it is necessary to point out that in Russia,
there were 22 jobs for HRanalysts available on HeadHunter, but worldwide, this
figure was higher — 8221 listings on GlassDoor. In other words, the number of
HRanalysts vacancies in Russia amounts to approximately 0.3% of that in the world.
Turning to what the Russian labour market requests in terms of competencies, the
most sought-after ones are reports preparation, HR processes automation, and data
analysis. As for the international labour market, companies search for HRanalysts
who are also able to create reports, analyze data, and administrate HRIS.
Interestingly, the most frequently requested digital skills are MS Office proficiency
and HRIS administration in both job boards HeadHunter and GlassDoor, while no
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solid data mining competencies are obligatory. Another interesting observation is
that on the Russian labour market, some employers search for HR-analysts who are
skilled in web-development, web-design, Power Bl and PHP, while on the
international labour market there were no signs of such diverse IT backgrounds. It
can be explained by the fact that Russian employers struggle to define job
description of an HRanalyst, because currently, this profession is only in its infancy.

Overall, this study outlines the core competencies of an HRanalyst, which are
practically the same in Russia and in the world, and they are report creation, data
analysis, MS Office proficiency, and HRIS administration. As for differences in
competencies, in Russia, there can be found digital skills that are quite untypical for
an HRanalyst, which are webdesign, webdevelopment, Bl, and programming.
Moreover, the results of focus group revealed two competency models for an HR-
analyst: an “expert” model that contains data analysis competencies and a
“customer” model that includes results interpretation and provision of managerial
recommendations. The main limitation of this research is that only open job-boards
were used as a resource for vacancies analysis, while no internal labour market was
explored. In the next research step, it is planned to conduct a series of in-depth semi-
structured interviews with HR analysts to extend the results obtained in this
exploratory study.

IMPROVING THE “WORK PERFORMANCE” AND “INNOVATIVE
PERFORMANCE” OF THE INDONESIAN NATIONAL POLICE (POLRI)
APPARATUS THROUGH LEADERSHIP STYLE FOR THE PURPOSE OF
INTERNAL TRUST AND PUBLIC TRUST

CHAIRUL MURIMAN SETYABUDI, M. ERWAN, RAHMADSYAH LUBIS —
NATIONAL INDONESIAN POLICE COLLEGE, INDONESIA

This study of Improving Work Performance and Innovative Performance through
Leadership Style for the Purposes of Internal Trust and Public Trust aims to provide
explanations of: a. the effect of directive leadership on job satisfaction; b. the effect
of transactional leadership on job satisfaction; c. the effect of transformational
leadership on job satisfaction; d. the effect of job satisfaction on work performance;
e. the effect of job satisfaction on innovative ideas; and f. how great an effect POLRI
personnel’s work performance has on Public Trust and Internal Trust. The survey
method was used in this study was accompanied by selective interviews involving
purposive sampling with accident sampling. The total sample was 2,266 personnel
(Lampung Regional Police — 866, South Kalimantan Regional Police — 637, and
North Sumatera Regional — 763). Through the Structural Equation Modeling (SEM),
it is known that directive leadership has no effect on Job Satisfaction (JS);
Transactional Leadership (TL) has an effect on JS; Transactional Leadership (TRC)
affects |JS; JS influences In Role Performance (IRP); JS has an effect on Innovation
Performance (IP); IRP has an influence on Public Trust (PT); IP is influential to PT;
IRP has an impact to Internal Trust (IT); and IP affects IT.

THE IMPORTANCE OF TRAINING FOR BUSINESS SKILLS TO THE SUCCESS
OF A BUSINESS VENTURE. EMPIRICAL CHILEAN CASE STUDY
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JUAN TAPIA, LIONEL VALENZUELA, FERNANDO ROWLAND — UNIVERSIDAD
TECNICA FEDERICO SANTA MARIA, CHILE

In many countries, entrepreneurship has been a key motor of economic growth,
increasing competitiveness (Porter, 1991) and creating jobs (Kane and Edwin,
2010).

Heller (2010) explains that “entrepreneurs are individuals who start new
businesses, and are crucial to a country’s growth and development. Entrepreneurial
skills involve the ability to identify and take advantage of opportunities for new
business ventures."

Until recently, entrepreneurship was more of an art than a structured process. There
were few models to followand a dearth of mentors and information (Musso, 2018).
Now there are a plethora of books dealing with theories of entrepreneurship, such
as Lean Start Up (Ries, 2011), Business Model Generation (Osterwalder, 2010),
Slicing Pie (Moyer, 2012), Crossing the Chasm (Moore, 1995), and The Valley of
Death (Musso and Echecopar, 2012).

Starting a business is always difficult, but in developing countries, it's even harder.
This is principally due to the fact that these countries import methodologies and
practices which have been succesful in developed countries but which have not
always found success in emerging countries, as has been the case in Chile (Musso,
2018). For example, emerging countries’ universities have not made entreneurship
a central pillar of their curriculum, although there have been a few nascent efforts
at some universities.

To sucessfully start a new business in an underdeveloped or developing country, it’s
critical to utilize business practices that best suit this business landscape. Thus, it’s
critical to understand the differences between developed and developing countries
(Musso, 2018):

— Most people are not widely banked and do not have strong financial standing.

— Local talent has not had sufficient training in the theories of entrepreneurship.
This is due to a lack of business experience in the country, as well as a lack of
pertinent information, either because the available information is not in the native
language or does not apply to local markets.

— In the corporate sector, established companies have not been forced to prove
themselves. Without fierce competition, they have not had to innovate.

— Universities have not yet developed mechanisms with which to fluidly transfer
intellectual property to the private sector to help give new companies a boost.
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— Asluggish regulatory system does not effectively protect intellectual property via
patents, except in a few exceptions in the Chilean case (Official Journal of the
Republic of Chile, 2008).

— The entrepreneurial ecosystem is a shallow pool. There are exceptions in the
Chilean case, particularly institutions supporting new business ventures, such as
Corfo (Corporation for Fomenting of Production) (Official Journal of the Republic of
Chile, 1940). Other institutions include the Technical Cooperation Service and the
Solidarity and the Social Investment Fund (Official Journal of the Republic of Chile,
1990).

With entrepreneurs facing more financial and governmental restrictions in
developing countries, how important is investing in training to the new business
venture?

This study looks to supply data to further this line of inquiry, analyzing 337 Chilean
entrepreneurs’ experience. A survey was used to gather the data, and was carried
out with the cooperation of Corfo, using their applicants for funding as the survey
population, irrespective of whether they received funding or no.

The importance of developing a sales team’s commercial expertise was looked at in
particular, and how said training affected the success of a venture during the
company’s first year. Success was defined as having broken even within the first
three years.

A Probit model was used to look for a correlation between the company’s success
and whether it had given its sales team business skills training in the first year.
Factors controlled for include the type of business, the number of full time workers
(the size of the venture), the gender, the education level, and the age of the
entrepreneur.

The results showed that investing in developing a team’s commercial expertise in
the first year of a new business venture made a statistically significant difference to
the success of said venture, increasing the chance of success by almost 4%.

The study also analysed whether this increased chance of success varied depending
on the entrepreneur’s gender or education level. With respect to education levels, a
clear relationship was found between a business’ success and the entrepreneur
having completed some univeristy education, irrespective of whether he or she
graduated. However, no correlation was found at lower levels of education. With
regards to gender, after controlling for other variables (such as education or
business type), there were no appreciable differences.

These results are a useful contribution to the existing literature in this area. One
might have already intuited the importance of training, but this study empirically
validates its importance to the success of a new business.

This study confirms how crucial developing one's team’s business expertise is for

the venture’s success. This becomes even more important when considering the
e e e e e e
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financial restrictions faced by entrepreneurs in underdeveloped and developing
countries, an area which needs to be supported and strengthened.

THE CAREER-LIFE CONCORDANCE MODEL (STUDY OF WOMEN LECTURERS
AT JAKARTA)

SYLVIA DIANA PURBA, BELLA CARISSA — ATMA JAYA CATHOLIC UNIVERSITY
OF INDONESIA, INDONESIA

This research aims to extend a model research of Career life concordance (CLC) with
97 woman lecturers as respondents in Jakarta. The data is analyzed by the
Structural Equation Model. The research proves that the model has a good Goodness
of Fit, so the CLC variables with their dimensions as new variables can be declared
as valid and reliable. The research result shows that all independence variables have
positive and significant influence the dependence variable, excluding Career
Management toward Job Satisfaction not significantly, so we may conclude that CLC
variables are intervening variables in the influence of career management and
organizational support in increasing job satisfaction for female lecturers in Jakarta.

POST-MERGER INTEGRATION OF LABOR RELATIONS IN INTERNATIONAL
M&AS, EXEMPLIFIED BY THE AUTOMOTIVE INDUSTRY
JHON PICCIONE — HIGHER SCHOOL OF ECONOMICS, RUSSIA

During the last few decades, companies’ business has become more and more
globalized and internationalized. This trend has been closely followed by the
globalization of the relations between companies. In the last decades, the
relationships between companies, whose headquarters can be considerably far,
have flourished, giving birth, sometimes, to complex configurations. The main
manifestation of this increase consists of the flourishing of international mergers
and acquisitions (M&As). Usually, in case of M&A, companies pay particular
attention to the possible frictions that may come out between the employees and
managers of the interested companies that are going to merge (Gomes, 2012). Of
course, it is an important matter as frictions may sometimes lead to uncooperative
behaviour within the workforce of the companies.

Although industrial relation is a day-to-day matter for the company, it is an aspect
that is usually neglected when it comes to international M&As. Even between
scholars, the two subjects are usually treated separately, and it’s hard to find a
correlation between the two scholarly traditions. As we will highlight in the paper,
this unfortunate neglect may lead to a suboptimal performance in some cases.

Starting from Jirjhan’s (2014) hypothesis that states that employees will be more
uncooperative when a foreign owner succeeds the previous (national) one because
are afraid of new policies regarding labour arrangement. The research question,
then, is: does this happen in every case? Is the value creation (that is pursued
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through the merger or the acquisition) always infringed by differences in labour
relations’ practices?

Our hypothesis is that there are some specific combinations of labour relations
systems or approaches that decrease the severity of the infringement of value
creation of a merger or an acquisition and, in some cases, may lead to value creation.
Our main goal is to provide a schematic description of what a company from a
specific country should expect (and, thus, how it should behave, accordingly) when
it decides to merge with or to acquire another company from a specific country.

In order to prove our hypothesis and to analyze the topic properly, we decided to
focus on the automotive industry. We chose the automotive industry because it is
“the industry of industries” (Holweg, 2008), meaning that it is the most labour-
intensive industry (Jurgens and Krzywdzinski, 2009). Furthermore, the automotive
industry has gone through a lot of changes during the last few decades.

In order to build a thorough understanding of the peculiarities of a specific labour-
relations system, we decided to proceed with a labour law comparison.
Nevertheless, we did not limit ourselves to a simple comparison of the letter of the
law of different states (which are the U.K,, the U.S., Germany, and Italy). We, in fact,
compared the crystallized practices of labour relations subjects and the evolution of
the pertinent jurisprudence. In particular, we focused on four specific legal aspects:

— Degree of labour representation

— Degree or labour participation

— Degree of labour activity protection

— Degree of centralization of labour regulation

In our opinion, these four elements are crucial for the creation of a detailed profile
of each system.

Later, we analysed four cases of M&As in the automotive industry in the selected
countries trying to stress — in particular, the reasons that led to the merger (or
acquisition), the reasons that led to the failure of the merger (or acquisition), and
the role and the relationships of the labour representatives during this period. The
M&As considered are:

— FIAT-Chrysler
— Daimler-Chrysler
— BMW-Rover

— General Motors-Opel
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After this empirical study, we proceed, sustained by the labour law comparison, to
discuss the cases and to provide a description of the dynamics that were into play in
each case. We will try to highlight which behaviours are due to legal enforcement
and which ones could be considered native of that specific country. This distinction
is crucial as the latter element is harder to force. In the end, we finally draw
conclusions regarding the specific dynamics and provide suggestions regarding the
approach that a company from a specific country should take when merging or
acquiring a company from another specific country. We discovered that there are
some general rules that every company, regardless of its origin and the target
country, should take into considerations and other rules that apply to specific
combinations. We finally add a fifth case, which is the acquisition of Volvo by Geely.
[t is interesting, in fact, for us to note how the Chinese company, even though it does
not have any particular labour law policy in the home country, decided to pursue an
expansive labour policy with the Swedish car producer.

COMPARATIVE ANALYSIS OF RECRUITMENT AUTOMATION TOOLS
KSENIA SMIRNOVA — HIGHER SCHOOL OF ECONOMICS, RUSSIA

In the modern world, new technologies are extensively used in all the spheres of our
lives, including business industry. One of the most popular trends now is
automation, which helps to reduce routine and monotonous tasks. As the
recruitment process, which is part of human resources management, is considered
to be a very important part of every business, science and technologies are changing
it as well. Nowadays, one can find a huge variety of different programmes and apps
for hiring automation, so it is not easy to choose the most suitable and effective
among them all.

The purpose of the research is to compare several modern instruments for hiring
automation in order to find out which one is the best to use. There are several tasks
that were stated for reaching the aim of the research:

1. State the reasons why it is necessary to automate the hiring process;
2. Determine the criteria for the comparison;

3. Set a number of hiring automation processes and analyse them in order to find
out if they match the criteria;

4. Do the comparison and analyse the results.

The research may be conceived of as a current interest because of several reasons.
The first of them is the amount of information that a recruiter faces on the daily basis
and the number of routine tasks which demand a lot of time and concentration.
Moreover, nowadays, it is possible to find lots of similar software, and it is hard to

make a choice.
'
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The first part of the research is a theoretical one, where the literature and other
information sources are studied in order to define the premises for recruitment
automation.

The second part is necessary to prepare the data for the analysis. In this part,
software is chosen for the comparison and analysed according to the criteria, which
are also defined in the chapter.

The comparison is done in the third chapter. Two methods are chosen for the
comparison: with the grade based on the formula and with the pairwise comparison
using the programme in the Python language.

Afterwards, the conclusion of the research is made.
Several hypotheses are stated by the author before the research:

1. Basic features required for the recruitment automation are represented in every
piece of softwatre analysed;

2. The best piece of software is the most expensive one;
3. The best piece of software has been developed abroad (not in Russia).

The key sources for the theoretical part of the research are “Recruitment: tools and
techniques” by Terentieva T., “Automated recruiting and human factor” by head of
ManPower Group, Kate Donovan and “We can now automate hiring. Is that good?”
by Peter Capelli. A research devoted to mathematical counting of possibility for the
automation to replace human specialists is also used to prove that new technologies
are not going to be a threat to HR specialists. Several premises for automation use
are stated:

1. Decreasing the amount of time spent on hiring;

2. Financial profit;

3. Competition on the talent market;

4. Lack of the threat of total replacement of recruiters with the software;
5. Possibility to standardize recruitment and structure the data.

Several software products, which are the most popular on the market, are chosen
for the comparison, both Russian and foreign. They are:

1. E-staff

2. Experium

3. Talantix
1
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4. FriendWork
5. CleverStaff
6. HelloTalent
7. Potok

8. Huntflow

Several criteria are chosen based on the premises stated in the previous part of the
research and on the hypothesis. These criteria can be defined in several groups, such
as:

1. Basic features required for the recruitment automation;
2. Design;

3. Price;

4. Additional features.

Criteria are prepared for analysis, and chosen software products are described
according to them. The binary table with products and criterions is made in order
to simplify the analysis and comparison.

Afterwards, the comparison is made. First of all, the formula is made and described,
so that every piece of software can be assessed and after counting the grade for
every product, the best ones are chosen. In my case, they are Potok and E-staff —
their grades are the highest. The next step is a pairwise comparison. The principle
is described, and the programme in Python is written in order to simplify the
process of comparison: my goal was to compare each product with each other on
every criterion. In the current research, both methods show the same results,
according to which E-Staff and Potok may be considered the best software products
for recruitment automation.

All of three hypotheses turn out to be false: both best software products have been
developed in Russia; also, there are several products that do not have basic functions
such as “automated vacancy publishing”, for example, which are necessary for
routine automation; in addition, two best products are not the most expensive ones.

HR BUSINESS PARTNER COMPETENCIES: INSIGHTS FROM JOB
ADVERTISEMENTS ACROSS SIX COUNTRIES

EKATERINA VLAKH, NATALIA VOLKOVA —INTERNATIONAL LABORATORY OF
INTANGIBLE-DRIVEN ECONOMY, HIGHER SCHOOL OF ECONOMICS, RUSSIA
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Purpose: Over the past decades, Russian businesses have demonstrated rapid
growth that has lead to an urgent need for developing Human Resource (HR)
management knowledge.

However, there is a lack of details about the similarities or the differences between
HR practices in Russia and other countries. The aim of this study is to identify the
key job requirements and skills for HR business partners sought by employers in
both Russia and five English-speaking countries (Australia, Canada, India, UK, and
USA), as well as to classify them with a consideraton of cultural values.

Design/methodology/approach — Job ads in both English and Russian were
collected from two sources (www.hh.ru and LinkedIn) over a two-month period in
2018. We randomly selected 1,800 vacancies, following the proportion of 300 job
posts for each country. The 6-D model of national culture developed by Hofstede
was used to explore the features of cultural values. This framework comprises six
dimensions, namely Power Distance, Individualism vs Collectivism, Uncertainty
Avoidance, Masculinity vs Femininity, Long Term Orientation vs Short Term
Normative Orientation, and Indulgence vs Restraint. To measure the occurrence of
keywords, reflecting job requirements and sought-after skills, we employRapid
automatic keyword extraction (RAKE) based on R-Studio for Windows.

Findings. Based on the RAKE analysis, the findings have indicated that Russian job
ads frequently emphasize employment law and recruitment activities that reflect
the high Power Distance (93) and Uncertainty Avoidance (95), together with a low
level of Individualism (39). While countries with a sizable level of Individualism
(80-91), low rate of Uncertainty Avoidance (35-51) and Power Distance (35-40)
(UK, USA, Australia, and Canada) have demonstrated successful background in
working on Employ relations or Performance Management as key job requirements
for HR business partners. As for India, Employee engagement has occurred most
frequently in the job ads that could be relevant to a middle rate of Individualism (48)
and a sufficient level of Power.

Distance (77). Notably, communication skills have been widespread for HR business
partners across all these countries with varieties of keywords relating to them, and
managerial skills are typical mostly for Russian and the United States ads. It is not
surprising that communication skills are the most important for HR business
partners across studied countries. However, the RAKE analysis identified different
keywords describing them that also highlight the meaningfulness of cultural values.

HR professionals can use these findings to prepare job advertstaking into account
job roles and expectation under particular national context.

Originality/value. This is the first study to analyze Russian jobs ads of HR business
partners by using the content analysis techniques and comprise them with cultural
values of other countries.

MULTIDIMENSIONAL INVENTORY OF STUDENTS' QUALITY OF LIFE —
SHORT VERSION (MIS-QOL-S). STRUCTURE, PSYCHOMETRICS, AND
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RESULTS FOR THE POLISH SAMPLE
ROBERT SZYDLO, MALGORZATA CWIEK, SYLWIA WISNIEWSKA, MAREK
KOCZYNSKI — CRACOW UNIVERSITY OF ECONOMICS, POLAND

Quality of life is a subject of research in various disciplines, such as medical, social,
and economic science. Although the first use of the term "quality of life" is attributed
to American President Johnson (1964), the beginning of the use of statistical data to
assess the living conditions of members of society and conduct analyses based on
them dates back to the 1930s. Studies on the subject literature point out the
diversity of the definitions of the concept of quality of life. According to M. Abrams
(1973), quality of life is “the degree of satisfaction or dissatisfaction felt by people
with various aspects of their lives”. One of the broader definitions indicates that the
quality of life is a comprehensive range of human experiences linked to one's overall
well-being (Revicki and co-workers 2000).

An analysis of the literature regarding the measurement of quality of life revealed a
gap in the scope of research tools to study the quality of life of the so-called young
adults. According to the theory of emerging adulthood, people aged 18-25
significantly differ from people in other age groups not only in demographic terms
but also in the shaping of identity and the perception of themselves (Chisholm,
Hurrelmann, 1995; Arnett, 2000). The aforementioned gap became a motive for the
construction of Multidimensional Inventory of Students Quality of Life (MIS-QOL).
This tool meticulously examines students' quality of life in 14 aspects, including
finance, health, family, but also university, volunteering, technology and others. The
sheet shows very good psychometric properties, including PCLOSE = 0.35,
Cronbach's alpha 0.802, r-sb = 0.858. However, due to the relatively large number
of questions (100), it was decided to build a short version. Selection of questions for
the short version was conducted using exploratory factor analysis (EFA). The short
version contains 30 questions and shows a very strong correlation with 0.971 with
Multidimensional inventory of students' quality of life.

The aim of the article is to present the procedure of creating of a shorten version of
the questionnaire for a multidimensional examination of students' quality of life
(MIS-QOL-S), its structural and theoretical validity, as well as reliability. The article
also presents the results of a study conducted among students from Poland.

The psychometric properties of the MIS-QOL and MIS-QOL-S were checked using the
following techniques and research methods:

1. the reliability of the questionnaire was estimated using Cronbach's alpha
coefficients and the split-half coefficient,

2. internal validity was examined using a confirmatory factor analysis (CFA)
with CFI, RMSEA and PCLOSE measures,
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3. the correlation with Flanagan Quality of Life Scale (QOLS), Satisfaction with
Life Scale (SWLS) and Questionnaire from World Health Organisations Quality of
Life Tool (WHO-QOL) was calculated to estimate the external validity of the
questionnaire.

The questionnaire was prepared in the Computerized Self-Administered
Questionnaire (CSAQ), so that respondents could give their answers directly. The
proper use of this technique excludes the problem of missing data, because the
program does not allow to move to the next group of questions if a mandatory
question is not answered yet. Both the full (MIS-QOL) and the short version (MIS-
QOL-S) of the inventory used Likert's response scale with answers 1 - Definitely
dissatisfied, 2 — Not satisfied, 3 — Rather dissatisfied, 4 — It is hard to say, 5 —
Rather satisfied, 6 — Satisfied, 7 — Very satisfied. Due to the fact that not every
aspect of life concerns every respondent, it was decided to extend the scale of the
answer to 0 — not applicable.

Initial research results indicate differences in terms of central tendencies and
dispersion rates in the assessment of students' quality of life in particular aspects.
Diversity of selected aspects of quality of life was also observed due to gender, place
of residence, and field of study.

Further activities in the field of studying the quality of students' lives with MIS-QOL
and MIS-QOL-S include normalization and standardization of results, as well as
translation of the questionnaires into foreign languages (planned translation into
English, Russian, Spanish, and Italian) and checking the psychometric properties of
the language versions of questionnaires in pilot groups of students in Russia, Spain,
and Italy.

THE DOWNSIDE OF A HIGH PRICE: OVERVALUATION PRESSURE IN
FOOTBALL

PETR PARSHAKOV, ELENA SHAKINA — INTERNATIONAL LABORATORY OF
INTANGIBLE-DRIVEN ECONOMY, HIGHER SCHOOL OF ECONOMICS, RUSSIA

People who face high expectations may suffer from them. Football provides a lot of
examples of such situations. Expensive transfers of star players, like the €105
million transfer of Paul Pogba from Juventus to Manchester United, cause debates in
the media on whether the player is worth his price. Such discussion in the media,
between fans or even teammates put external pressure on the player. Some players
are pressure-resistant, but for the others, this pressure affects performance. In this
paper, we use football data to test this effect. Our preliminary results demonstrate
the negative effect of high-performance expectations. Our plan is to test the
robustness of the results, and evaluate how the size of the effect depends on the age
of the player assuming that older players are more pressure-resistant.

IMPLEMENTATION OF IT SYSTEMS IN LACK OF DIGITAL LABOR
CONDITIONS: EVIDENCE FROM LARGE RUSSIAN COMPANIES

SOFIA PAKLINA, IULIIA NAIDENOVA — HIGHER SCHOOL OF ECONOMICS,
RUSSIA
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Contemporary information technologies register, codify, and store huge amounts of
information about processes internal and external to the company. This information
can be used to provide the company’s management with comprehensive decision-
making tools. However, successful implementation of IT systems also requires a
qualified labor force.

The current research examines the impact of IT on firm performance, taking into
account the change in demand for new, digitally skilled labor. We consider the
conditions under which the IT provide the company with the benefits and whether
there is a substitution or complementation effect between IT and digitally skilled
labor.
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CORRUPTION BY COLLUSIVE UNDERPRICING IN PROCUREMENT AUCTION
SUMEYRA ATMACA; RICCARDO CAMBONI — UNIVERSITY OF PADOVA, ITALY;
ELENA PODKOLZINA — HIGHER SCHOOL OF ECONOMICS, RUSSIA; KOEN
SCHOORS — GHENT UNIVERSITY, BELGIUM; PAOLA VALBONESI — UNIVERSITY
OF PADOVA, ITALY

We model a sophisticated form of reserve price underpricing in public procurement
and provide evidence for the existence of this corrupt equilibrium in Russian public
procurement. Setting the reserve price at a relatively low level can prevent the
waste of government funds and may discourage inefficient firms from participating.
We however show theoretically that, given the right conditions and market
structure, reserve price underpricing may also be a corrupt equilibrium that makes
the corrupt procurer-seller pair better off. Moreover, this equilibrium can be
sustained without side-payments. Our data analysis reveals that this strategy is also
applied in Russian public procurement auctions. We indeed find cases of
underpricing which are characterized by less competition and an increased
likelihood of having only one bidder. Corrupt sellers are also more likely to win
auctions and there often, but not always, still is a small rebate, as predicted by the
model.

WHAT FACTORS DETERMINE THE SUCCESS OF MANUFACTURING FIRMS IN
PUBLIC PROCUREMENT IN RUSSIA?

ANDREI YAKOVLEV, YULIYA RODIONOVA — INSTITUTE FOR INDUSTRIAL AND
MARKET STUDIES, HIGHER SCHOOL OF ECONOMICS, RUSSIA

State demand is important for manufacturing enterprises in any economy. The value
of this factor increases significantly in ‘bad times’ for national economy. After the
2008-2009 global financial crisis, the next negative shock for enterprises in the real
sector in Russia was the crisis 0of 2014-2015. A number of interrelated processes led
to the deterioration of the situation in Russia in 2014: geopolitical changes and the
ensuing anti-Russian sanctions, the fall in oil prices, the sharp devaluation of the
ruble and the outflow of capital from the country. However, despite the significant
contraction of the consumer market and harder budget constraints, the public
procurement market held steadfast.

A broader array of studies has focused on various factors affecting the success of
firms’ entering public procurement process: firm'’s size (Flynn, McKevitt & Davis,
2015; Loader, 2005), presence of a foreign owner (Weiss & Thurbon, 2006; Branco,
1994), reputation and previous experience in public procurement (Kachour,
Mamavi & Nagati, 2016; Decarolis, Pacini & Spagnolo, 2014), size of the
procurement (Alexandersson & Hultén, 2007), additional non-price requirements
(Coviello et al,, 2011), strict terms of contract execution (Boehm, Olaya & Polanco,
2005), politically connected boards of directors (Goldman & Rocholl, 2013),
potential corrupt relationships in public auctions (Boehm & Olaya, 2016). However,
only a few empirical studies on public procurement and firm behavior using micro-
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level Russian data have been conducted (Yakovlev & Demidova, 2010; Demidova &
Yakovlev, 2012; Mironov & Zhuravskaya, 2016; Szakonyi, 2018).

Taking into account previous studies on Russia we assume that under harder budget
constrains in corrupt environment firms with “political connections” will get access
to public procurement contracts more often comparing to other bidders. To test this
hypothesis, we use data of two large surveys of manufacturing firms conducted by
Institute for Industrial and Market Studies (IIMS) in 2014 and 2018. As the
indicators of political connections, we consider: governmental stakes in firm capital,
membership in business associations, assistance provided to local and regional
authorities for the social development of a region. The analysis was carried out
separately for small and for medium/large firms because of special preferences for
small enterprises in Russian procurement policy.

We obtained the following main results. Before the 2014-2015 crisis, small
manufacturing enterprises with government stakes were given preferences in the
awarding of contracts. After the crisis, government property gives the small firm no
additional chances for receiving government orders. However, their assistance to
local and regional authorities in the social development of a region started to play
more important role in access to government orders.

Before the 2014-2015 crisis, government orders were more often given to medium
and large manufacturing enterprises that are members of business associations and
medium and large enterprises with government stakes. After the crisis these firms
retain their advantages in access to government orders. At the same time, business
group and assistance to authorities in the social development of a region has begun
to positively influence their access to public procurement.

We show that public procurement become more integrated into the “elite exchange
model” in the relations between the state and business described in Russian context
first time by Frye (2002). After the 2014-2015 crisis the manufacturing firms that
provides assistance to authorities have wider access to government orders.

MECHANISM CHOICE IN SCORING AUCTIONS
PAVEL ANDREYANOV — UNIVERSITY OF CALIFORNIA LOS ANGELES

A first-score auction requires weighing the price-bid against non-price
characteristics of the firm. In this paper, I theoretically and empirically study the
welfare implications of switching between the two leading designs of the scoring
rule: linear (“weighted bid”) and log-linear (“adjusted bid”), when the designer’s
preferences for quality and money are unknown. Motivated by the empirical
application, I formulate a new model of scoring auctions, with two key elements:
exogenous quality and a reserve price, and characterize the equilibrium for a rich
set of scoring rules. The data is drawn from the Russian public procurement sector
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in which the linear scoring rule was applied from 2011 to 2013. I estimate the
underlying distribution of firms’ types nonparametrically and simulate the
equilibria for both scoring rules with different weights. The empirical results show
that for any log-linear scoring rule, there exists a linear one, yielding a higher
expected quality and rebate. Hence, at least with risk-neutral preferences, the linear
design is superior to the log-linear.

EXPERIENCE IN PUBLIC PROCUREMENT

NIKITA GERMAN; ELENA PODKOLZINA — CENTER FOR INSTITUTIONAL
STUDIES, HIGHER SCHOOL OF ECONOMICS, RUSSIA; ANDREY TKACHENKO —
INSTITUTE FOR INDUSTRIAL AND MARKET STUDIES, HIGHER SCHOOL OF
ECONOMICS, RUSSIA

Can experienced buyers achieve better outcomes? In this paper, we address this
question by studying the ability of public organizations to arrange competitive
procurement with proper contract execution. We argue that higher experience
enables public buyers to set adequate contract terms and requirements, so they can
attract ‘good’ suppliers and probability to execute the contract on time increases.
We introduce a dynamic measure of relevant experience by estimating for each
auction the number of successfully closed contracts of the buyer within the same
interval of the reserve prices. Using data on the population of road construction
contracts in Russia, concluded by public buyers of federal, regional and municipal
level, we show that relevant experience increases the probability to execute contract
on time, but it decreases the competition and this effect is stronger for the regions
with higher perception of corruption.

DETECTING AUCTIONEER CORRUPTION: EVIDENCE FROM RUSSIAN
PROCUREMENT AUCTIONS

PAVEL ANDREYANOV — HIGHER SCHOOL OF ECONOMICS, RUSSIA; VASILIY
KOROVKIN, UCLA

This paper develops a novel method for detecting auctioneer corruption in first-
price sealed-bid auctions. We study the leakage of bid information by the auctioneer
to a preferred bidder. We construct a formal test for the presence of bid-leakage
corruption and apply it to a novel dataset of 4.3 million procurement auctions in
Russia that occurred between 2011 and 2016. With bid leakage, the preferred
bidder gathers information on other bids and waits until the end of the auction to
place a bid. Such behavior creates an abnormal correlation between winning and
being(chronologically) the last bidder. Moreover, the probability of winning
changes discontinuously as the bidder switches between last and second-to-last. We
construct an RD-style estimator indicating 7-14% of corruption in auctions and
calculate the associated damages.

IDENTIFYING BID LEAKAGE IN PROCUREMENT AUCTIONS: MACHINE
LEARNING APPROACH.

DMITRY IVANOV, ALEXANDER NESTEROV — HIGHER SCHOOL OF ECONOMICS,
RUSSIA
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We propose a novel machine-learning-based approach to detect bid leakage in first-
price sealed-bid auctions. We extract and analyze the data on more than 1.4 million
Russian procurement auctions between 2014 and 2018. As bid leakage in each
particular auction is tacit, the direct classification is impossible. Instead, we reduce
the problem of bid leakage detection to Positive-Unlabeled Classification. The key
idea is to regard the losing participants as fair and the winners as possibly
corrupted. This allows us to estimate the prior probability of bid leakage in the
sample, as well as the posterior probability of bid leakage for each specific auction.
We find that at least 16% of auctions are exposed to bid leakage. Bid leakage is more
likely in auctions with a higher reserve price, lower number of bidders and lower
price fall, and where the winning bid is received in the last hour before the deadline.
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QUANTITATIVE CORPORATE AND
INTERNATIONAL FINANCE

ENVIRONMENTAL AUDIT AS A MEASURE OF CORPORATE SOCIAL
RESPONSIBILITY
ANNA KRAEVA, ELENA KUZMINA — HIGHER SCHOOL OF ECONOMICS, RUSSIA

This article is devoted to the investigation of environmental audit in Russia as a
subject of corporate social responsibility in the context of the current ecological
situation. The fourth highest level of carbon emissions in the world and the fifty-
second place in environmental performance index rank in 2017 set an agenda of
sustainable development in Russia, the ground zero for which is the evaluation of
business entities’ activities in terms of their environmental impact. Thereby, the
purpose of this study is to reveal the mechanisms for stimulating environmental
audit as part of corporate social responsibility. In the first place, the notion of
“environmental audit” is determined regarding the type of its beneficiary. On this
basis, operational and managerial nature of this term are distinguished, concerning
the procedure regulations and the economic benefit for organizations, respectively.
The research also provides patterns of environmental audit proceeding from its
stakeholders’ interests. The methods applied for the investigation include
theoretical modelling, benchmark analysis of Russian and foreign practices, and
statistical review of the non-financial reporting publications. Thereby, the main
results of the study suggest that the development of environmental audit as a social
responsibility requires the introduction of a legislative framework governing the
binding nature of the audit in particular cases and providing a certain relief of
ecological licensing procedure for those companies, which have performed the
audit. The other solution implies the harmonization of non-financial reports carried
out through the promotion of the practice of using the GRI guidelines.

THE DECISION-MAKING PRACTICES WHILE DOING FINANCIAL
TECHNOLOGIES PRACTICES ANALYSIS
ARTEM CHIBISOV — HIGHER SCHOOL OF ECONOMICS, RUSSIA

The polygraphic equipment market is increasing in its size and intensity of
negotiations. To minimize financial screening costs, companies are integrating their
own specific scoring solutions. However, numerous specialists are working on
detecting the initial conclusion about sustainability of any client. This requires a
large volume of sources and has unpredictable effect because of, firstly, time lags
and, secondly, very high propensity for changing the suppliers and conditions of
negotiations. The existing scoring systems have numerous weaknesses such as, for
example, the connection of negotiations absence.

They only available knowledge is on the previous client’s behaviour, but potential
profitability of future projects is unpredictable. The paper’s goal is to analyse the
realization of the client evaluation practices aspect in the practice of supply of units
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of polygraphic printing equipment with the help of financial solutions, provided
with the help of leasing financial mechanism on the example of the R-Print Company.
The research provides new investigations in the solution for analysis of the client
sustainability on the basis of its behavior in leasing payment discipline. As a result,
the list of recommendations will be given for reorganizing client behavior in the
upgrade of the existing scoring practices and its methods on the basis of generalized
design of the best practices.

THE EFFECT OF WORK MOTIVATION AND LOAD ON THE PERFORMANCE OF
MAJALENGKA REGIONAL POLICE TRAFFIC UNIT MEMBERS IN
SAFEGUARDING THE ELECTION OF MAJALENGKA REGENT 2018

NOVITA RINDI PRATAMA, NOVI INDAH EARLYANTI — INDONESIAN POLICE
SCIENCE COLLEGE, INDONESIA

This research was motivated by the completion of work in the period of securing the
district head election through several concurrent activities in Majalengka District,
West Java. The research was conducted at the Majalengka Regional police station
with a total sample of 75 members of the Majalengka Police Traffic Unit. Data
analysis techniques use validity and reliability tests, the classic assumption test, and
the hypothesis test. The results showed a significant workload and motivation on
performance while F-Count 21,342 was greater than F-table 3,124. Thus, it can also
be seen from the equation Y = 15,691 + 0,825 X1 + 0,360 X2, which means that it
needs a fixed or zero motivation and workload variable, then the fixed performance
value is 15,691. But if there is an increase in value, the motivation and workload
variable is 1 point, it will increase the member performance average by 0.825 +
0.360.

BANKS’ LEGAL PROVISIONS AND FINANCIAL CRISIS: THE INFLUENCE OF
CORPORATE GOVERNANCE AND INSTITUTIONAL ENVIRONMENT

FELIX J. LOPEZ ITURRIAGA, JORGE GALLUD CANO, OSCAR LOPEZ DE FORONDA
— UNIVERSIDAD DE VALLADOLID, SPAIN

We study the legal provisions of 92 European systemic banks from 18 countries in
the years 2008-2017. Since legal provisions can be viewed as a mechanism for
disclosing information to capital markets, the creation of legal provisions is
determined by two main factors: the risk taken by the bank and the managerial
incentives to disclose the information on the risk taken. Our results show an initial
negative relationship between free cash flow (our measure of managers’
discretionary investments) and legal provisions even when we control for the risk
taking. We also find that some internal and external mechanisms of corporate
governance do play a mediating role. In this vein, we find that the independence of
the board of directors has a moderating effect, so independent boards lead to create
more provisions as a caveat for future lawsuits. Similarly, we also find that a better
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institutional framework (both in terms of quality of the laws and lack of corruption)
amplifies the positive influence of the board of directors.

DETERMINANTS OF TAX REVENUE: A PANEL ANALYSIS OF BRICS
ARUN SHARMA, POONAM SHARMA, JASPAL SINGH — GURU NANAK DEV
UNIVERSITY, INDIA

The question of enforcing compliance for tax laws and regulations has been an
Achilles heel for the governance structures around the world. The tax revenue
statistics moves in tandem with certain important structural-politico-economic
parameters of a nation's economy. Variations in these parameters have an
important bearing on the tax revenue collection efforts in the economy.
Traditionally, a couple of reasons are held responsible for the low responsiveness of
direct tax collections to GDP across countries, namely structural factors, unofficial
activities, and policy initiatives. The panel data analysis of BRICS countries revealed
that parameters, namely industry’s growth rate, tax rate, currency with public,
income inequality, and degree of openness have been found to be significantly
impacting the tax potential among the BRICS grouping. While Brazil, China and
Russia have been the leading countries in bringing economic activities to tax net,
India and South Africa have been found lagging behind during the sample period.
The statistical results provide improved policy inputs for a holistic perspective of
drivers of tax potential across emerging economies.

DO CORPORATE SERIAL ACQUIRERS OUTPERFORM SINGLE BIDDERS? THE
EVIDENCE FROM THE FRENCH MARKET

ELENA ROGOVA — HIGHER SCHOOL OF ECONOMICS, RUSSIA; OMAR OUFAMA
— UNIVERSITE 20 AOUT 1955-SKIKDA, ALGERIA

This study examines the gains of French acquiring firms, following the
announcement of takeovers, and compares them with those from the corporate
acquisition programs by the same acquirers. The results of our previous study
(Boufama, 2016 ) reveal that these programs maximize neither the value of the firm
nor the stockholder’s wealth. In addition, it is shown that frequently acquiring firms
do not realize their gains in profitability growth. This result contradicts those that
were obtained by researchers on the American corporate acquisition market (Croci
and Petmezas, 2009). This difference in results is one of the reasons that inspired us
to make an evaluation of the takeovers operations, considering them as individual
deals, under the hypothesis that they do not belong to any corporate acquisition
program.

The empirical studies by Franks, Harris and Titman (1991), Higson and Elliot
(1998), Fuller et al. (2002), Agrawal and Jaffe (2010), Guest etal. (2010) report that
the average abnormal returns are not statistically different from zero. In a sample
concerning 1298 takeover operations, Loderer and Martin (1992) revealed that on
average, acquiring firms do not perform less than a control portfolio over a period
of five years following the acquisition (though they underperform at a three-year
horizon).
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On the other hand, Loughran and Vijh (1997), who used both methods of the control
portfolio and buy-and-hold abnormal returns over five years, reveal that returns
depend greatly on the mode of the deal. Though the overall sample of 947
acquisitions had, pn average, five-year buy-and-hold return of less than of matching
firms (88.2 and 94.7 percent), the difference was larger for mergers (81.2 percent
compared to 97.1 percent for their matching firms). As for tender offers, their
average positive return equaled 131.7 percent over five years, while those of the
control firms was only 88.7 percent.These researchers also stress that the method
of payment has an effect in the takeovers' operations. In case of cash payments
(mostly associated with takeover bids), the shareholders of the acquiring firms
gained 61.7 % more than shareholders of the matching firms. In the case of exchange
offer, they lost 36.1 %, in comparison with their peers.

The majority of previous research has been held at the American, UK, or emerging
markets, with the lack of evidence from other European markets. Our study
addresses the French market. In our previous research (Boufama, 2016), we got the
results that for frequent acquirers, around the date of a takeover announcement, the
change in wealth for the acquirer’s shareholders was insignificant. The shareholders
of target companies are always beneficial, and their gains are higher in the case of
hostile takeovers. On the other hand, the shareholders of acquirers either loose in
the case of mergers, or win insignificantly in the case of takeovers.

In this study, we pose the question of whether corporate acquisition programs of
French acquirers bring more value to their shareholders than single acquisitions. To
answer this question, we test three hypotheses relating to the wealth of French
acquirers. We use the event study to capture the effect of single takeovers. The
results of this study are compared with those of the study that assess the gain of
acquisition programs initiated by the same firms.

The study tests the hypothesis of value maximization for shareholders of French
acquiring firms. The hypothesis of value maximization assumes that takeovers occur
to maximize the market value of the companies involved in the acquisition.

Our results demonstrate that shareholders of frequent acquirers do not benefit.
Indeed, the results expressed in value show that there is only one case out of a
sample of 46 firms, which has proved the hypothesis of value maximization. This
hypothesis predicts that abnormal returns in a period of non-announcement must
be negative. For the sample of this study, the average of this variable is 169 milion
euros — but with a positive sign.

CONTINGENT CLAIMS ANALYSIS IN CORPORATE FINANCE
ZVI WIENER — THE HEBREW UNIVERSITY OF JERUSALEM, ISRAEL
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The Contingent Claims Analysis (CCA) is a general approach to analyze the
stakeholders of a corporation who have contingent claims on the future, uncertain
cash-flows generated by the operations of the firms. The CCA allows valuing each
stakeholder’s claim and also to assess the risk incurred by the stakeholders. The
CCA highlights the potential conflicts of interest among the various claimholders. In
this paper we review applications of CCA including valuation of various forms of
debt, rating, credit spread, probability of default and corporate events like
dividends, employee stock options and M&A. The CCA framework is shown to be
useful to address all these financial questions. In this paper the starting point is that
the value and the risk of the firm’s assets are given. The future distribution of the
assets’ rates of return is also known and given. The focus is on the liability side of
the balance sheet, i.e., the funding sources of the activity of the firm, and more
generally on the financial claims of the various claimholders of the firm.
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CORPORATE AND INTERNATIONAL
FINANCE

THE IMPACT OF CSR REPORTING ON THE PERFORMANCE OF RUSSIAN AND
DUTCH COMPANIES

OLGA VOLKOVA, ANASTASIA KUZNETSOVA — HIGHER SCHOOL OF ECONOMICS,
RUSSIA

The corporate Social Responsibility (CSR) concept has become one of the main
business trends over the last few years. CSR approach refers to companies’
voluntary initiatives to take responsibility for both positive and negative impacts on
society and environment caused by their core business activities.

This paper aims to investigate the impact of Corporate Social Responsibility
reporting on Russian and Dutch companies’ corporate financial performance (CFP).
CSR-CFP relations have been statistically examined in multiple studies since 2011.
Even though most studies have determined positive relations between these
variables, there exist several papers where the authors managed to find negative,
neutral, or U-shaped relations.

As econometric models are the most common way to measure correlation between
two variables, a multiple regression analysis is performed to obtain a quantitative
evidence and examine CSR-CFP relations. For this purpose, companies’ CSR
involvement is measured by a reputation index — CSRhub. The return on equity
(ROE) has been chosen as a measurement of business financial performance. The
research sample includes 45 Russian and 55 Dutch listed companies. All companies
are either listed on national stock exchanges (Euronext Amsterdam and MOEX) or
officially register and have corporate headquarters in The Netherlands and Russia.
Our sample also contains the data from the firms operating in different industries,
such as oil/gas, energy, mining, consumer goods, transport, and financial services.
Nevertheless, this study does not provide a cross-industry analysis due to quite a
small number of companies related to a particular industry.

The research variables were calculated based on the information from financial
reports of sampled firms for the year 2017. All the data are presented in euros to
enable comparison of our findings between Dutch and Russian organizations. The
results of modelling have a reasonable level of validity after we conducted two
robust tests.

Our findings demonstrate a weak positive correlation between CSR and the
companies’ ROE. A small impact of sustainable activities on corporate performance
measured by ROE may be explained by the choice of our independent variable —

ROE may not fully reflect expectations of investors about future business
-
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performance, which may be adversely affected by the negative news about unethical
or unsustainable corporate actions. We also justified a small effect of sustainable
activities by a possibility of their low perception as being an important element for
high business performance. That is why our analysis demonstrates quite a low
ability of CSR to explains the variation in ROE.

This research also determined a higher CSR impact on the performance of Russian
companies in comparison with the Dutch. This phenomenon is justified by different
levels of business risk and companies’ transparency in those countries. Thus, while
deciding on the investment in Russian businesses, which is less transparent and
more risky comparing to the Dutch, investors are more likely to require additional
information aboutthe companies’ core operations. Hence, the value of CSR reports
of Russian organizations becomes higher and, consequently, the information
disclosed in those reports affects business performance more substantially than it
does for Dutch companies.

The research findings may become useful for companies’ corporate management
while it chooses a strategy of CSR disclosure and assesses its financial return from
the investment in CSR practices. This work also provides an alternative way for a
quantitative operationalization of companies’ social performance, which is
especially important for further statistical research. Moreover, our evidence of
positive correlation between CSR and CFP might encourage more companies to
disclose information about their social practices and, consequently, add more
transparency to their operations. Additionally, the research contributes to the
existing literature by providing a possible way of CSR operationalization, which can
be used during the further statistical investigation of this topic.

The delimitations and further avenues for the research are discussed, too. We
realize that this study does not examine the effect of CSR reporting over time, which
can be quite considerable, given the fact that CSR strategies may not provide an
immediate return. A cross-industry analysis will be possible to perform, in order to
determine business spheres that are especially sensitive to CSR activities. Finally, to
support credibility of our findings, a research with a different way of CSR
operationalization should be performed. Since this study is conducted only for two
particular countries with a specific business culture, our results may not be
generalized over the determined sample framework.

COOPERATIVE GAMES FOR JOINT WORKING CAPITAL MANAGEMENT IN
DISTRIBUTIVE SUPPLY NETWORKS

ANASTASIIA IVAKINA, EGOR LAPIN, NIKOLAY ZENKEVICH — GRADUATE
SCHOOL OF MANAGEMENT, RUSSIA

Working capital management (WCM) is increasingly recognized as an important
means of liquidity and profitability improvement [Talonpoika et al., 2016],
specifically in terms of globalization and growing competition between supply
chains. At the same time, rising financial risk in supply chains (SCs) stimulated
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management to recognize that the financial side of supply chain management (SCM)
is a promising area for improvement. Nevertheless, companies still focus on their
individual SC issues and take their own interests into account rather than
understanding the whole SC and cooperating with their partners [Wuttke et al,,
2016]. We address this gap by developing a cooperative game of working capital
management aimed at minimizing total financial costs associated with each SC stage.
The model is verified on the grounds of the combination of game-theoretical
modeling and a case study of Russian collaborative SC. The suggested model
analyses the working capital management process for a three-stage supply network.
The focal network is a distributive supply network consisting of N suppliers, one
distributor, and M retailers connected through material, information and financial
flows. The members of the network can form coalitions with the distributor. Each
member’s working capital position is constrained by his liquidity and profitability
requirements. As such, he or she faces the need to control and manage financial costs
associated with each stage. We construct a cooperative working capital cost game.
For this cooperative game, we investigate the Shapley value as an optimal
imputation. Theoretical results are illustrated with the numeric example of a real-
life supply network from the ICT industry. The investigated model provides a
financial illustration for the motivation of SC partners to cooperate in order to
simultaneously achieve target levels of working capital investments and improve
individual financial performance through collaborative actions.

THE DETERMINANTS OF CREDIT CYCLE AND ITS FORECAST
NATALYA DYACHKOVA, ALEXANDER KARMINSKY — HIGHER SCHOOL OF
ECONOMICS, RUSSIA

In our research, we study what macroeconomic factors drive and influence the
credit cycle. Also, our study contains four sections with theoretical and empirical
parts, in which we describe how to measure credit cycles for developed and
developing countries, and then we introduce an important indicator credit gap. Our
results show the comparative analysis of credit cycles between different countries
with various economic growth, and we built up an econometric model, which shows
us the impact of macroeconomic factors according to credit cycles for developing
and developed economies.

THE RELATIONSHIP BETWEEN CORPORATE SUSTAINABILITY
PERFORMANCE AND EARNINGS MANAGEMENT: AN EMPIRICAL STUDY ON
THE TRIPLE BOTTOM LINE

LINH THI XUAN NGUYEN — GHENT UNIVERSITY, BELGIUM, THE UNIVERSITY
OF DANANG, VIETNAM; ANH NGOC PHI DOAN — THE UNIVERSITY OF DANANG,
VIETNAM; MICHAEL FROMMEL — GHENT UNIVERSITY, BELGIUM

This study examines whether managers in sustainable firms are really ethical,
thereby providing transparent financial reporting for their stakeholders.
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Specifically, we explore the relationship between corporate sustainability
performance and earnings management. Based on the triple bottom line, we
propose a measurement of corporate sustainability performance that addresses the
balance of economic, social, and environmental performance. By using fixed-effects
estimations on a sample across the emerging East Asian economies from 2010-
2016, we find that firms with better sustainability performance are less likely to
engage in earnings management. Our findings support the limited research in
suggesting the link between corporate sustainability performance and earnings
management under the ethical perspective. Thepractical implications place
emphasis on the role of sustainability performance in constraining earnings
management and on the role of ethics in providing transparent financial reporting.
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APPLIED NETWORK ANALYSIS FOR
BUSINESS AND MANAGEMENT

DOES THE FOREIGN BOARD MEMBERSHIP HAVE ANY IMPACT ON
PERFORMANCE IN RUSSIAN LISTED COMPANIES? THE EFFECT OF
SANCTIONS

ANNA BYKOVA, MARINA ZAVERTYEVA — HIGHER SCHOOL OF ECONOMICS,
RUSSIA

Using panel data from more than 100 Russian public companies during 2009-2018,
applying methods from social network analysis (SNA), this paper aims to assess the
role of such foreign connections and discover whether foreign outside directors
(board interlocks) could enhance firm value, as well as changing their role before
and after sanctions. We use the information from key SNA metrics allowing us to
understand how well-connected the network is, whether foreign directors are the
active members of it, how valuable they are for firm performance. Our findings
provide evidence of the effectiveness of having large and active foreign members of
the board as part of a firm’s international political corporate strategy. The paper
confirms that board independence reinforces the positive impact of foreign
directors on firm value.

JOB OFFERS CLUSTERING IN LABOR MARKET ANALYSIS

PAWEL LULA, RENATA OCZKOWSKA, SYLWIA WISNIEWSKA — CRACOW
UNIVERSITY OF ECONOMICS, POLAND, ANNA KOVALEVA — SAINT PETERSBURG
STATE UNIVERSITY OF ECONOMICS, RUSSIA

Cluster analysis of job offers available on a labor market is the crucial topic of the
paper. We assume that i-th job offer consists of three elements: a) job offer identifier
(idi), b) job offer metadata describing a position name (pi ), an employer name (ei
), a sector identifier (si ), and a description of company location (li ), c) description
of competencies expected by an employer (Ci ), where Ci can be defined as a set of
competencies: Ci = {c1, c2, ..., cM}. It leads to a following definition of a job offer: oi
= {idi, pi,ei, si, li, Ci }. We also assume that the set of job offers: O = {01, 02, ...,
oN} is available. Attributes related to position, sector, location and competencies are
defined by an ontology and can have flat (list-based) or hierarchical (three-based)
structure. The ontology allows to verify equality or inequality of concepts and to
calculate distance and similarity measures between them.

Performing the analysis of the labor market with the use of cluster analysis of job
offers is the main goal of the research. During the study four different schemas of
analysis will be considered: 1. cluster analysis of job offers (represented by idi ) with
respect to one attribute (chosen from: pi, ei, si, li, Ci),
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2. two-mode clustering of job offers with respect to idi and one other attribute,

3. cluster analysis of competencies based on competency co-occurrence graph,

4. two-mode clustering of attributes describing job offers (two attributes taken
from: pi, ei, si, li, Ci ) based on bipartite graphs with nodes representing chosen
attributes and edges indicating the fact of simultaneous appearance of connected
values in the same job offer.

During the first stage of the research ontologies describing attributes should be
built. It seems that these ontologies can have hierarchical or flat character. For every
ontology a measure of similarity between concepts should be delivered. Due to
complex character of competency attribute (one value is described by a set of
competences derived from an ontology) also a measure of similarity between sets
ought to be defined. The analysis is composed of several stages:

1. employers’ expectation extraction - during this stage, using exploratory
approach, the analysis of offers will be performed and employers’ expectations
towards candidate’s competencies will be identified. Through the comparison of
phrases describing candidates’ competencies with patters assigned to concepts
defined in a given ontology, the content of every job offer will be represented by a
set concepts corresponding to competencies;

2. performing cluster analysis of:

a. clustering of job offers - in this case a set representation of job offers will be used.
As aresult, a set of homogenous groups of offers will be produced. During the study,
distance-based and model-based approach of clustering will be tested. The distance
between sets of competencies corresponding to consecutive offers will be calculated
with the use of ontology-based measures;

b. job offers clustering performs simultaneously with clustering of one additional
attribute. It is worth to notice that values of an additional attribute can have
nominal, ordered, overlapping or hierarchical character;

c. clustering of competencies - for this analysis, the corpus of job offers will be
transformed to a weighted co-occurrence graph of competencies. Weights assigned
to edges inform about the number of offers in which two given competencies appear
in the same offer (this value can be adjusted by the measure of ontology-based
similarity between these competencies). The cluster analysis of co-occurrence
graph can be treated as its decomposition to competency schemas representing
groups of strongly related competencies (where the strength of relations reflects the
proportion of offers in which connected competencies are expected
simultaneously);

d. clustering of competencies performs simultaneously with clustering of another
attribute related to job offers. This type of analysis will be based on bipartite graphs
with nodes corresponding to chosen attributes.
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3. implementation of the results - it seems that presented above different
approaches to the problem of job offer clustering can produce results interesting
from theoretical and practical point of view which can be useful for solving different
types of problems:

a. job offer clusters allows to explore employers’ expectations related to vacancies;
the results can be compared with data representing the supply existing on a given
labor market described by applications of candidates analyzed in the same way as
text of job offers;

b. job offer clusters presented with respect of clusters created for one other
attribute; data set studied from this perspective allows to formulate detailed
information concerning demand side of labor market and can be considered with
corresponding clusters describing the supply side (for example for applications
prepared by candidates from a given region or related to a given sector)

c. clusters of competencies generalize the information about the labor market. The
results are not related to given positions but rather to the whole market. Therefore,
they should not be compared with detailed description of the supply representing
by candidates, but rather with generalized information about the supply side of the
labor market (for example represented by university curricula);

d. clustering of competencies performs together with clustering of nother attribute.
This approach allows to identify bipartite competency schemas describing in the
generalized way existing on the labor market expectation towards competencies
according to another factor (for example position, sector, region). The theoretical
aspects presented above will be illustrated by calculations describing the Polish
labor market. All calculations will be implemented in R language.

HOW DIGITALIZATION AFFECTS THE JOB REQUIREMENTS: THE CASE
STUDY OF AN ACCOUNTANT ON THE RUSSIAN LABOR MARKET OVER THE
LAST 10 YEARS

ALEKSANDER BRYUSHININ, ANTON SKOROBOGATOV — HIGHER SCHOOL OF
ECONOMICS, RUSSIA; NATALIA VOLKOVA — INTERNATIONAL LABORATORY OF
INTANGIBLE-DRIVEN ECONOMY, HIGHER SCHOOL OF ECONOMICS, RUSSIA

Purpose - Over the last decade, the development of technology has demonstrated
significant progress. As a result, the requirements for job seekers changed
dramatically. However, the impact of digitalization on the sphere of accounting in
Russia remains still open and practically unexplored. This study aims to examine the
changes which occurred with an accountant position in the Russian labor market
over the past 10 years. Design/methodology- It has been studied more than 12,000
accountant vacancies from 100 cities over the past 10 years from one of the largest
Russian job sites. To measure the occurrence of keywords and simple noun phrases

in the job ads, Rapid automatic keyword extraction (RAKE) based on R-Studio was
- |
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employed. Findings - Every year more and more vacancies require knowledge of
special software, and the leader is 1C (more than 70% of vacancies in 2017 demand
skills of 1C). The number of vacancies in the regions has increased significantly.
Besides, the demand for specialists with working experience from 1 to 3 years is
more popular among employers. In general, the demand for the profession of the
accountant has fallen, as evidenced by the reduced real salary for candidates and the
overall number of vacancies. Practical implications — HR practitioners can use these
findings for workforce planning, while the institution managers could refine the
educational program to provide relevant knowledge for young specialists.
Originality/value -the paper fills in the gap between researches and formulates
overall picture about accounting from recruitment side.

GAMES ON MULTIPLEX NETWORKS
MARINA KALUGINA — SAINT PETERSBURG STATE UNIVERSITY, RUSSIA

The paper introduces a game on the multiplex network. We consider a case when
the game is played on a few layers. The total payoff of a player is a weighted sum of
payoffs on each layer. In these settings, two different approaches are considered.
The first approach is a case when the payoff of a player depends on the structure of
the network. Actors play a cooperative game on each layer. To determine the total
payoff, we introduce a player splitting method. Then, we consider another case
when the payoffs of every player depend on his or her strategies and externalities.
In this situation, we consider a cooperative game and apply some optimality
principles. Numerical examples are provided for illustration.

AN ATTEMPT OF EVALUATION OF RESEARCH PROJECTS FUNDED BY THE
EUROPEAN COMMISSION AND ITS IMPACT ON THE POSITION OF
UNIVERSITIES IN SELECTED INTERNATIONAL RANKINGS

ANNA DRABINA, JANUSZ TUCHOWSKI — CRACOW UNIVERSITY OF ECONOMICS,
POLAND

Nowadays, higher education institutions play a significant role as centers
conducting research activities. It seems that currently, most of the leading
universities in Europe carry out research tasks within international consortia
funded by external sources.

In Europe, there is the EU Research and Innovation Programme Horizon 2020 (the
eighth framework programme funding among others research), available over 7
years (2014 to 2020) with the budget of 77,028,3 million euros. The horizon 2020
Programme is described as the biggest and the most important EU project regarding
research and innovation.

The paper analyses the importance of the cooperation within international research
projects and its impact on universities’ research position, focusing on the Horizon
2020 Programmes.

The author of the paper considersthe following issues the main goals:
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1. An assessment of European universities’ engagement in research activity
regarding international research projects.

2. An assessment of the impact of universities’ international research cooperation
within international research projects and international research projects' impact
on universities scientific development.

3. The identification of cooperation patterns regarding universities consortia
realizing international research projects.

The conducted research will include European universities participating in the
implementation of research projects within the Horizon 2020 Programme in the
years 2014-2018.

Research methodology:
The planned research procedure includes the following stages:

1. An assessment of the universities’ scientific development — this stage will be
conducted based on universities rankings and will take into consideration the level
of the scientific development, such as The Academic Ranking of World Universities
(Shanghai Ranking) or rankings held by The Center for World University Rankings
(CWUR). Data obtained through various rankings will be aggregated using
multicriteria analysis methods.

2. Building a network that describes cooperation among European universities —
data describing European universities' cooperation regarding the H2020
Programmes will be used. The nodes of the created network will represent
universities, while the edges will indicate the fact of cooperation among the inter-
connected universities within international research projects. The weights assigned
to the edge will describe the amount of funding received from the European
Commission. The network described will be created on the basis of a complete
dataset covering the period of 2014-2018, and at the same time, similar models will
be created for each year separately (to analyze changes over time).

3. Determining the importance of nodes representing universities on the basis of the
cooperation network mentioned in point 2. It seems that due to the nature of the
studied phenomenon, particularly useful will be the measurement of universities
importance based on betweenness centrality.

4. ldentifying cooperation patterns characteristic of the leading European
universities. The realization of this research stage will be mostly based on node
degree analysis and the change of this parameter over time. At the same time the
university’s strategy of partner selection within international research projects will

be analyzed (the results of this analysis will indicate whether the leading
|
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universities — acting as research projects’ coordinators — create research
consortia consisting of an unchangeable set of partners, or build further consortia
based on the changing sets of partner universities).

5. Analysis of the relationship between the evaluation of the university development
(point 1) and the assessment of the university importance indicated based on the
cooperation network built for the realisation of international research projects.

The data provided by EU Open Data Portal and concerning projects funded within
Horizon 2020 Programmes will be used for the calculation. All calculations will be
made using the R programming language.

SOLVING THE PROBLEM OF THE INEFFECTIVE SUBSIDIARY: THE IMPACT
OF INTRA-ORGANIZATIONAL NETWORKS

ELENA ARTYUKHOVA, ANTONINA MILEKHINA, VALENTINA KUSKOVA —
HIGHER SCHOOL OF ECONOMICS, RUSSIA

The problem of effective management of company subsidiaries has been on the
forefront of strategic management research since the early mid-1980s. Of late,
special attention is being paid to the effect of headquarters — subsidiary conflicts
on the company performance, especially in relation to the subsidiaries’ resistance,
both active and passive, to following the directives of the headquarters. A large
number of theoretical approaches have been used to explain the existence of
intraorganizational conflicts. For example, Strutzenberger and Ambos (2013)
examined a variety of ways to conceptualize a subsidiary, from the individual up to
the network level. The network conceptualization, at present, is the only approach
that could allow one to explain the dissimilarity of the subsidiaries’ responses to
headquarters’ directives, given the same or very similar distribution of financial and
other resources, administrative support from the head office to subsidiaries, and the
levels of subsidiary integration. This is because social relationships between
different actors inside the organization, the strength of ties and the size of networks,
as well as other characteristics, could be the explanatory variables that researchers
have been looking for in their quest to resolve varying degrees of responsiveness of
subsidiaries, and — in fact — headquarters’ approaches - to working with
subsidiaries. The purpose of this study is to evaluate the variety of characteristics of
networks formed between the actors in the headquarters and in the subsidiaries,
and their effects on a variety of performance indicators of subsidiaries, as well as
subsidiary-headquarters conflicts. Data are being collected in two waves at a major
Russian company with over 200,000 employees and several subsidiaries
throughout the country.

HOW TO EXPLORE THE POTENTIAL OF A TENNIS PLAYER USING TOOLS OF
SNA?

ANTONINA MILEKHINA — INTERNATIONAL LABORATORY FOR APPLIED
NETWORK RESEARCH, HIGHER SCHOOL OF ECONOMICS, RUSSIA

Professional sportis a world of high dedication and high investments. We would like
to concentrate on the sport of tennis because tennis has some unique features. First
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of all, we would like to regard tennis as an individual sport, which means that the
results for each player can be measured rather directly as opposed to those in team
sports. In an individual sport, only the player on the court is responsible for the
result. The second feature is the fact that a tennis match is played till the last point
is won. Psychological momentum plays an important role in a champion’s mind
setup. Another feature of tennis is the longevity of the tennis player’s career. In
order to go far in the sport, one has to start doing it from the very childhood. Since
raising a tennis star costs a lot of money, it is very important to be able to recognize
a future champion among many young players.

To do this, we need to understand the main features of the player that help him to
achieve results. In the short term, the player’s result could be examined at the level
of a point [Klaassen, 2001; O’'Donoghue, 2009], a match [Knottenbelt 2012; Ovaska
2014], and a tournament [Serwe, 2006]. In the longterm, tournament results bring
points and are expressed in ranking progress. Some obvious characteristics, such as
winning tournaments, achieving a high ranking early may not be enough. We
propose to evaluate the characteristics of players based on the outcome of matches
and the characteristics of the opponents. We would like also inspect trajectories of
some young promising stars and look for the constellation of features that makes
one a champion with the help of a temporal network analysis of the matches he or
she played.

Our hypothesis is that future stars do show any significant results early in their
career. As such results, we can regard the fact of winning a match against a
significantly higher-ranked player, the ability to win close matches (the player’s
mental toughness), the ability to win long matches (the player’s endurance), the
ability to change momentum. Additionally, to those abilities, the network structure
of match played by the player provides us historical information about the player’s
abilities against other players. We can represent the whole massive of tennis
matches as a directed graph and apply tools of social network analysis. As nodes of
such a graph, there will be players. The links will represent the matches played. It is
obvious that the graph of matches is not random and some matches are more
probable than the others. The goal of the study is to predict the direction of potential
link and its strength based on node characteristics and embeddedness and edge
characteristics.

To measure the potential of the player, we have to suppose that all of the current
null links of the player could be missing links and we can measure them with a Link
propagation method based on existing information. The existing information is
updated with each link added. The probability of adding a link is the probability of
having a match with the player, which we can measure from the degree of the
opponent player. The potential of the player is the sum of potential links.
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We should take limitations of the proposed analysis into consideration. First of all,
for analysis, some match history is necessary. The prediction for two players with
no history will most closely resemble a random choice with a 0.5 probability of each
player to win. Some history (e.g. the player's history before a professional tour, on
junior level, or in other tours) is not included in this analysis; however, it may be
significant.
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MUSEUM VISITORS SEASONAL FORECASTING MODEL: THE UK CASE
EKATERINA PAVLOVA — HIGHER SCHOOL OF ECONOMICS, RUSSIA

In recent years, an increase in interest in museum activities has been observed; the
number of museum visitors shows a stable positive trend. According to the official
statistics, over the period from 2013 to 2017, the total number of museum visits in
Russia increased by 22.5%, and, what is especially important from the point of view
of managing the flow of visitors, the greatest growth is observed in the segment of
individual visits, as well as in the number of organized exhibitions. At the same time,
there was an increase in those areas of the museum activities that are easier to
manage: excursions and lecture services have a 14.5% increase and a 4% decrease,
respectively. Itis also important to note that according to statistical data, the volume
of museums assets, such as the exposition and exhibition space of museums and the
number of employees, which determine the museum's maximum capacity to receive
visitors, despite the growth in demand, remain at the same level. In addition, the
demand for museum services is highly seasonal in nature, both at the level of the
month, of the day of the week, and of the hour. In this regard, it is obvious that it is
necessary to introduce tools of museum management to reduce the uneven
distribution of the flow of museum visitors over time. In this regard, the necessity
to introduce tools of museum management in order to reduce the uneven
distribution of the flow of museum visitors over time becomes obvious. However,
for taking management decisions about services, events, pricing policies, and other
tools to regulate the flow of visitors over time, it is necessary to determine the peak
periods of maximum and minimum attendance at the museums. The research
question of this paper is as follows: which months have maximum and minimum
attendance rates for museums? The aim of the research is to predict the number of
visitors of United Kingdom museums per month, both at the macro level (country)
and at the level of individual museums.

Based on the analysis of domestic and foreign literature sources devoted to the
question of demand volume forecasting, the model used to predict demand for
museum services in the UK is determined and the model validity indicators are
selected.

A sample of the research is statistical data by month on the number of visitors to UK
museums at the two levels: gross figures for the country, as well as data for the 24
largest museums in the UK. For gross attendance values, the model is constructed
on the basis of 129 observations (from April 2008 to December 2018); for the
individual museums ,177 observations are used (from April 2004 to December
2018). Each observation is the number of museum visitors over the month.
Observations are divided in a ratio of 70% and 30% into data, which are used for
|
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modeling (70% of observations) and data used, which is used to evaluate the
accuracy of the model (30% of the observations, group “test data”).

For forecasting purposes, a seasonal multiplicative forecasting models with a linear
and logarithmic trend are used. The used model makes it possible to identify the
seasonal component of each month in the structure of demand for museum services.
Three indicators are used to assess the accuracy of the model: Mean Error (ME),
Mean Average Percentage Error (MAPE) and Root Mean Square Error (RMSE).

Based on the developed model and the calculated seasonal components of the
forecast, peak periods of attendance of museums in the UK are identified, namely
July and August for the maximum demand peaks with seasonal components of 16%
and 33% relative to the logarithmic trend, respectively, as well as periods of
minimum attendance of museums: December and January (- 25% and -19%,
respectively). It is interesting to note the sharp drop in demand in September after
the peak values of summer to -12%, which requires further analysis and
interpretation. The calculated model has high reliability, for example, at the country
level, for test data, the MAPE error is 4.8%, the RMSE offset is 145 thousand visitors
(with the number of visitors in this period 155 million visitors).

Regarding the results of modeling at the level of individual museums, the model’s
accuracy indicators are lower than the model’s accuracy indicators for the country,
and the model’s predictive ability decreases as the museum size decreases. In
general, it can be noted that, on average, the MAPE indicator for the seasonal model
based on the linear and logarithmic trend for the 24 largest museums in the UK was
13.8%.

The obtained results allow us to use the developed model for a point forecast of the
number of visitors to UK museums for the month. In addition, seasonal components
of each month were identified. These indicators make it possible to identify the most
active and passive months of visiting museums, and can be used to arrive at
managerial decisions concerning the organization of work with museum visitors.
addition, since the accuracy of the model at the level of individual museums is
significantly lower than the accuracy at the gross level, this model requires further
work to determine the factors that influenced the attendance of museums in those
periods where the difference between the calculated value and the actual turned out
to be maximal.

CITY HERITAGE AND PLACE BRAND ARCHITECTURE: THE CASE OF ST.
PETERSBURG, RUSSIA

ELENA ZELENSKAYA, ELENA ELKANOVA — HIGHER SCHOOL OF ECONOMICS,
RUSSIA

The article discusses the problem of place brand architecture based on heritage of a
place. The authors claim that the wide-spread approach when place is promoted as
a unified single brand for various tangible and intangible assets it possesses, may
lead to inevitable generalization in brand identification and exclude some valuable
stakeholders from branding processes.
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Brand architecture as a concept originated in commercial branding and denotes a
process of creating and managing a portfolio of brands so that each sub-part benefits
the whole [Kapferer, 2001]. Brand architecture started to receive attention in
scientific literature in 1990-ies, primarily in discussions on brand portfolio
structures, while prior to these brands had been viewed as stand-alone entities
[Dooley, Bowie, 2005]. ‘Dynamic market contexts with the emergence of new sub-
categories make it necessary to adapt and stretch brands, putting additional strain
on their ability to deliver the needed support’ [Aaker, 2004]. Thus, brand
architecture becomes a powerful strategic tool for marketers used to cope with
pressures and complexities of the environment [Aaker, Joachimsthaler, 2000].

Existing literature on brand architecture has been mostly focused around a seminal
work by Aaker and Joachimsthaler [2000] who introduced the brand relationship
spectrum with four strategies. The spectrum is a continuum based on the strength
of relationship between different brands and the driver role in leading consumers
to purchase decision that brands play. The four strategies are: house of brands
(unbound relationship), endorsed brands, master/sub-brands, branded house
(tight relationship). While being widely adopted, the approach has several
limitations. As Dooley and Bowie [2005] note, the spectrum focuses on brand
relationships within the firm ignoring co-brand relationships and draws on the
assumption that brand architecture is predominantly influenced by a firm’s
strategy, thus giving little attention to external market-related factors.

So far little research has been done covering both brand architecture and
place/destination branding [Harish, 2010; Datzira-Masip, Poluzzi, 2014]. Moreover,
there are few real cases where brand architecture strategies have been thoroughly
planned and managed [Datzira-Masip, Poluzzi, 2014]. However, as Morgan and
Pritchard [2001] state, brand architecture concept should be applied to place
branding: ‘...destinations are often composite brands (being composed of many
different places)... a destination’s brand architecture should enable marketers to
clearly see the elements and contributions of these various composite brands. It is a
device that is critical to the development of destination supra- and sub-brands’.

In this paper we follow the brand architecture strategies approach by Aaker &
Joachimsthaler [2000] and extrapolate it to place branding using the case of
St. Petersburg (Russia), a city of outstanding cultural heritage.

In existing literature on place brand architecture the concept is approached from a
geographical perspective: by a master/supra-/umbrella brand a bigger geopolitical
territory (such as a supra-national entity, country, region, etc.) is understood while
by a sub-brand a smaller territory (such as a municipality, a city, etc.) is meant. In
this article we propose a new approach to place brand architecture from the
standpoint of various stakeholders within the same territory (in our case, the city of
St. Petersburg, Russia). We believe that there exists more than one brand within one
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territory, such as brands of different tourist sites, gastronomic brands, brands of
events, and famous corporate or product brands. In order to achieve synergies,
these sub-brands should correspond with the master place brand. For example,
Hollywood can be viewed as a sub-brand of Los Angeles, Louvre - as a sub-brand of
Paris, Oktoberfest — as a sub-brand of Munich, Dijon mustard - as a sub-brand of the
town of Dijon in Burgundy, etc.

The authors’ approach is largely based on two assumptions related to the difficulty
of implementing place branding. Firstly, a large number of heterogeneous
stakeholders, ‘each of them promoting their own product brand’ [Datzira-Masip,
Poluzzi, 2014, p. 2014], are involved in creating and delivering place brands [Harish,
2010] and ‘even if the scope of place branding is limited to tourism, its complexity
is notreduced as the tourism industry is composed of a number of public and private
players - all of whom have different sizes, objectives and resources’ [Freire, 2016,
p- 79]. Secondly, place brands are usually targeted at several market segments for
whom the benefits should be clearly articulated [Freire, 2016]. Moreover, different
sub-brands of a place can be targeted at different segments. Thus, to achieve
consistency and coherence of place branding efforts, a system of managing a
portfolio of brands of a place should be developed and implemented.

The research focuses on the city of St. Petersburg (Russia) to see whether the sub-
brand architecture strategy can fit the case. We focus on this type of brand
architecture strategy due to its key benefits mentioned in [Dooley, Bowie, 2005].
Firstly, its flexibility allows sub-brands to keep their individuality while modifying
the master brand. Secondly, ‘it allows the master brand to leverage certain sub-
brands to attract niche markets’ [p. 407].

Empirical study is based on expert interviews of key stakeholders involved in brand
formation and maintenance in St. Petersburg. The results demonstrate the potential
of using master/sub-brand architecture strategy for the following reasons: wide
range of current and potential target groups of city brand; rich variety of place
attributes for brand formulation (historical background, cultural heritage, famous
citizens); and disconnection and lack of common action among various groups of
brand stakeholders on the supply side.

RUSSIAN FESTIVALS: TRENDS AND IDENTIFICATION OF PATTERNS
ZARINA YAKUBOVA, NAILYA SHAYKHULOVA — HIGHER SCHOOL OF
ECONOMICS, RUSSIA

The paper focuses on the features and the development of festival event
management in Russia. The goal is to analyze how Western trends influence Russian
festivals. Research questions: What do Russian organizers implement from Western
festival experience? What are the trends that affect the industry? How is the festival
movement in Russia developing? As the purpose is descriptive and exploratory,
qualitative data were used: interviews with experts in the field (organizers of “O, Da,
Eda!”, STEREOLETO, and EUBEA festivals), comparison of festivals, a survey among
students. The results of this applied research are valuable for start-ups, large, and
medium event companies, as this paper will explain Russian audience preferences
|
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in festivals. Moreover, the PR campaign of any festival may use the results of this
study.
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INFORMATION AND ANALYTICAL SOLUTIONS FOR ASSESSING
MANAGERIAL IMPACTS ON THE FUNCTIONING OF SUPPLY CHAINS OF
NETWORK RETAILERS

RIMMA KARAPETYAN, NOVIKOV VLADIMIR — HIGHER SCHOOL OF
ECONOMICS, RUSSIA

The article examines topical issues of information and analytical solutions for
assessing the management effect on the functioning of retail network operators
supply chains in order to increase the profitability of the business. For this purpose,
special attention is paid to the use of visual analytics information systems, Visual
Data Discovery (VDD).

[t is crucial to note the importance of creating a harmonious man-machine complex,
providing a synergetic effect in improving the efficiency of supply chain
management of the logistics network. Solutions are suggested for a number of
analytical tasks to identify trends in the functioning of supply chains, as well as the
assessment of control effects on the logistics network using matrix methods of
analysis is proposed.

The aim of the article is to create an information model to strengthen the analytical
support of decision-making in network retail supply chain management.

In the authors' opinion, it is extremely difficult to achieve high-quality supply chain
management in network trade companies in present-day conditions, and, as a
consequence, to get competitive advantages of the company without information-
analytical support of management processes.

An Optimal Choice of Location for a Franchised Restaurant.
Stepan Gogolev, Evgeniy Ozhegov — Higher School of Economics, Russia

One of the most important features of the paper deals with franchise restaurants
that impose special restrictions on freedom of choice of some restaurant
characteristics: type of restaurant, its development model, and other conditions.
From this point of view, the main question of the franchisee is where to locate the
restaurant, while almost all other problems can be solved by franchiser. It keeps our
analysis in demand and especially relevant in the time of the sharp franchising
system spreading.

The main aim of this paper is to choose an optimal location in terms of city for
specific franchise restaurant. We will achieve it through a comparison of the target

financial indicator that corresponds to the franchisee’s interests. We select
|
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econometric models and methods of its estimation, collect appropriate additional
data for the research and, using on the results of previous steps, make conclusions
about relations between the city’s characteristics and financial indicators (revenue
and profitability). It will allow us to decide where the restaurant should be opened.

As for the data selecting, we pay a special attention to the demographic
characteristics. The most common way of their measurement is combining of
population size, population density, the average wage, and the size of different age
groups. Non-linear relations are discovered at different markets between the
market size and the pattern of competitiveness, and the quality of the product. There
are some reasons to explore cities with a low or a medium population size
separately from cities with a high population size. We check if there are any
significant distinctions on the markets in small cities and others. Crucial variables
are population size, as it reflects market size and the average wage that shows the
ability consumers to pay as the restaurant is aimed at the rich middle class. We
expect that the higher average wage, the better it is to open the restaurant in the city
as it works in the segment with a high price.

To achieve the goal, we collected three datasets that contain the general information
about competing restaurants, demographic information about the cities, and some
internal information about operating performance of the already open restaurants
of the franchise.

The first dataset is aimed at defining the level of market competitiveness, so,
according to the literature review, it should include factors that reflect the degree of
spatial, price, and non-price competition. We measure spatial competition for the
city through total the number of cafés and restaurants operating in the city. For this
goal, we collected for each place of public catering its type (cafe or pizza), the
average bill (if available), and the city where it is located. The result is cross-
sectional data with 54,460 observations at the end of 2018. The source of data is the
open database “2-GIS”, which has the policy of providing information for the 100
biggest cities in Russia and other 199 cities. As for the description of the data, 75%
percent of the found places are cafes, the average bill is 512 rubles with the median
equal to 400. About 40% of the places are located in the cities that are not included
in 2GIS.

The next step was to link the current data to the cities’ characteristics. We collected
the data about the average wages and population in cities from gks.ru and integrated
it with the previous dataset. As a result, we know that our data is about cities with
the population from 5 thousand to 12 million of people and with the average wage
from 19,800 to 91,800 rubles.

The last dataset describes popular financial indicators of working franchise cafes:
the revenue and the profitability of sales. It is necessary to consider the inflation, so
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here we recounted values in terms of 2018 prices. The result is a panel dataset that
contains monthly values for all the 305 franchise restaurants from January 2015 to
July 2018. It is worth noting that the panel is unbalanced due to the fact that almost
the half of the branches were opened after 2016. In the final dataset, the unit of
observation is a franchise restaurant in one month.

The next important point is choosing the model with its specification. First of all, we
estimate linear elastic net regressions (in particular, LASSO-regression and Ridge-
regression) via OLS and WLS, where the weights are taken as the Minkowski
distance between training and test samples in the space of restaurants
characteristics. The distinction between characteristics is measured by absolute
differences in appropriate principal components of independent variables. Such
differences are unbiased as they are not correlated with each other and reflect the
most valuable differences through all variables. It should improve the explanatory
power of the model due to training more at the observations that are objectively
similar to the test observation.

As a result, we get conclusions agreeing with those of the previous researchers. We
find an interesting relation between the revenue and population with the average
wage. More careful comparative analysis of models showed quadratic dependence
between indicators of competitiveness, population, and pizza’s revenue. The novelty
of the results is in simultaneous analysis of environment competitiveness and city’s
characteristic for catering points. It is achieved via accessing wide database for the
country franchise with elimination variation in catering points’ characteristics: size,
price, etc. At the same time, it is also a limitation of the work: it is possible to spread
findings to the cafes or restaurants with the similar average bill and prevalence only.

SELF-ASSESSMENT OF SOFT DIGITAL COMPETENCIES OF STUDENTS OF
ECONOMIC UNIVERSITIES IN THE CONTEXT OF EMPIRICAL RESULTS
MALGORZATA TYRANSKA, LILIANNA TOMASZEWSKA-KACZOR, KATARZYNA
WOJCIK, ROBERT SZYDLO — CRACOW UNIVERSITY OF ECONOMICS, POLAND

This article is an attempt to analyse digital competencies, which has recently
become a key element of a discussion on knowledge and skills that should be
acquired by people living in a knowledge-based economy. Media convergence and
the massive use of devices connected to the Internet are the hallmarks of the
information society. On the one hand, progressive development and dissemination
of information and communication technologies is visible, and on the other hand,
the use of these opportunities requires appropriate competences. Automation of
work processes and increasing their efficiency contributes to replacing people's
work with machines and software. Man's cooperation with the algorithm —
artificial intelligence, whose task is to implement and streamline business processes
in the Big Data model — is becoming more and more challenging.

The demand for some of the competencies decreases, with new ones appearing at
the same time. There is also a change in the way new generations learn and access
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knowledge, such as generation Z. Digital competences for generation Z are
becoming indispensable for the generation to face the challenges of the information
society.

Digital competences are understood broadly. On the one hand, these will be hard
competences, which include IT competencies related to hardware and software
skills, usage of various applications, as well as information competences related to
the ability to find the necessary information in various sources — both electronic
and traditional, in order to process them and use according to the current need.
Digital competencies also include a certain level of knowledge of legal regulations
and mechanisms of media economics, as well as the ability to use new technologies
in an ethical way. The digital literacy therefore covers a very wide set of skills that
condition the efficient and conscious use of new technologies and active
participation in the life of the information society.

However, digital competences are not only connected with reaching desired
information through various media, but are also connected with soft skills, such as
creative use of the opportunities provided by digital media, the ability to
communicate and build relationships with the use of electronic media, to collaborate
in teams and between teams, analytical skills, as well as the ability to think critically
which is very important from the point of view of the growing information overload
of employees. It should be emphasized that soft skills are universal — important in
every job and are the key to success. In addition, many research results confirm the
existence of a competence gap among employees in this area, and the reasons of this
state are to be in the curricula implemented at all levels of education, including the
level of higher education.

However, it should be noted that the structure of digital competencies for specialists
in various fields is not harmonized. No specific professional needs are taken into
consideration, as they should be reflected in curricula and training materials
designed to enable the development of digital competences.

The aim of the article is to present the results of research in the area of soft digital
competencies conducted on students of economic universities in Poland with the
use of the self-assessment questionnaire. The article presents features of the 4.0
economy as the main determinants of the development of digital competencies. A
review of the digital competences definition will be presented as well as digital
competence models and a review of the results of previous research in the area of
shaping digital competencies of students. Based on this background, own-created
digital competence model will be presented, followed by a discussion on the results
of surveys in the field of self-assessment of soft digital competencies of students of
economic universities.
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In the face of dynamic development of information and communication
technologies, and in addition to business competencies and hard digital
competencies, students of economic universities should learn soft digital
competencies during the education process. Lack of the knowledge and skills in this
area may cause difficulties in professional work. This may justify the need to enrich
the teaching process at economic universities with new methods, such as
gamification, which increases motivation and commitment to the implementation of
tasks and shapes soft digital competences, such as group collaboration,
communication, analytical skills, and critical thinking skills.

DIGITAL EVOLUTION: FROM A COMPANY MANAGED BY PEOPLE TO AN
AUTONOMOUSLY MANAGED COMPANY
VADIM KOREPIN — HIGHER SCHOOL OF ECONOMICS, RUSSIA

If one wants to explain what is happening in business now in a few words, it will be
“Everything is changing”. With coming technologies, such as Al (including ML/DL),
IoT, blockchains, etc., according to the 4th Industry Revolution, companies are
beginning to change their business processes, their goals, their points of view on the
company’s future, their HR, and IT strategies, etc.

Most of the companies now are at the different stages of a digital transformation
process. But this process does not have a final destination point; companies will be
working in infinitely changing environment and will be evolving again and again.
Currently, all new technologies are used as a supportive tool which significantly
increases employee efficiency; new management roles that were created in an
organization structure, such as CDO (Chief Data Officer) and CDTO (Chief Digital
Transformation Officer), are also oriented at including new technologies as a
support for existing processes.

But what will be the next stage? What will happen if we begin thinking beyond
today? From our point of view, as the next step, companies will include Al as an
independent object of business processes and start delegating final decision on
operation layers to it. In an organization structure, we will have a new top
management role, CAIO (Chief Al Officer), which will be not a human role. We will
have a business processes revolution which will lift companies to a new level of
management and efficiency. The new object will bring new management strategy,
which will switch roles of all Al tools from supportive to business and technical
decision-making ones. But it is not about long-term future: companies, during their
digital transformation activities, have to keep in mind that they have to create new
business process foundation which will take care not only of their current needs, but
also their future needs to support autonomous management strategy.

DO YOU READ ME? TEMPORAL TRENDS IN LANGUAGE COMPLEXITY OF
FINANCIAL COMMUNICATIONS

YEVGENY MUGERMAN, LEV MUCHNIK — THE HEBREW UNIVERSITY OF
JERUSALEM, ISRAEL
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Regulators, practitioners and researchers express their growing concern regarding
the readability of financial disclosures. Several recent regulatory guidelines are
aimed specifically to simplify the language of financial reporting to ensure that they
could be consumed by the broad public. However, quantitative scientific evidence of
the evolution of the language complexity in finance is scarce. It is by all means
essential since financial texts could become comprehensible only for a very small
group of elite professionals. In this work we introduce a battery of methods that
measure linguistic complexity of financial texts. Some of these methods rely on
advanced Natural Language Processing (NLP) techniques, which were not available
to earlier studies. We apply these methods to decades of financial texts from
different domains. In particular, we analyze a) a sample of 115,306 10-K textual
disclosures spanning a period of 20 years since 1997; b) all 1.6M articles published
in the Wall Street Journal since 1982; c) 198,124 articles published in business
sections of the NY Times between 1997 and 2016, and 739,725 articles of the NY
Post 1997 to 2017. We find that financial reporting has become substantially longer,
more complex and less readable. This trend turned steeper following the 2008
financial crises. Across industries we reveal that healthcare, industrial, and finance
sectors reports are significantly more complex than reports in consumer, energy,
basic materials and utilities sectors. Similar pattern of increasing language
complexity is observed in all corpora we have analyzed. The latter founding seems
to suggest that basic financial language is becoming more difficult to comprehend.
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CORPORATE INNOVATIONS AND
COMPETITIVE ADVANTAGES

GROWING INNOVATIVENESS OF POLISH ENTERPRISES AND THE ECONOMY
TOMASZ ROJEK, MAREK DZIURA — CRACOW UNIVERSITY OF ECONOMICS,
POLAND

One of the problems relevant to research on innovativeness is a difficulty to
establish a precise definition for the following constructs: innovation, invention,
creativity, and entrepreneurship: definitions that would allow quantification of
these constructs. Scholarly discourse on these definitions has created a dizzying
array of differing and sometimes contradicting explanations. Some attribute this
state of affairs, at least in part to miss-definitions, or misinterpretations of what
above mentioned constructs denote. There seems to be agreement on considering
innovation to be a novelty applied to something which already exists. The
disagreement arises as to whether the change should be new to the market in
general or only to a particular company. The former, denoted for the purposes of
this discussion as the Frascati approach suggests that innovation is rooted in notion
of novelty in global terms. These novelties are assessed indirectly by the level of
various educational attainment statistics, R&D expenditures EIS, and patent counts.
The latter, the Oslo Manual approach, takes a more micro perspective. It deals
primarily with implementation and adaptation of solutions, and is oriented on a
practitioner’s viewpoint. This approach conceptualizes innovation as an application
for commercial purposes. It has been observed, that several items from the
composite indexes, that may relate to the notion of innovativeness, deal primarily
with inventiveness (e.g., on the Input side - expenditures on R&D and S&E graduates,
or on the Output side - patents and trademarks). Thus, these indicators fall more
towards Frascati interpretation of innovations (hence inventions), quite a difference
from innovations as interpreted by Oslo Manual. Consequently, it is arguable,
whether these common composite indexes serve the needs of practitioners oriented
towards the interpretation of innovations of enterprises aimed at improvement of
economic prosperity at a “shop floor level”, or are primarily a manifestation of pro-
innovation policies and mechanisms at the macro-economic level. Further
difficulties lie awaiting the researchers when they try to formulate plans for
stimulating innovativeness and creativity, as well as entrepreneurship
enhancement, along with attempting to improve economic performance of firms.
And as if this is not enough, differences regarding interpretations are further
amplified when micro and macro-economic perspectives are taken into account. It
is observed that two perceptions of innovativeness can be identified; they refer to
the same phenomenon, though from varying perspectives. One deals with a macro-
economic view, suitable for big inventive companies, and levels of innovativeness
are measured by composite indexes. The second perspective is more “shop-floor”
oriented and deals with problems of changing ideas into commercial success. The
first is leaning towards inventiveness, the second towards commercialization.
Micro- and macro- perspectives are somewhat different ‘worlds’ - explained by

state policies and international competitiveness determinants on one side, and a
C e e e e e
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drive to increase competitive position and profits of an enterprise on the other.
These two ‘worlds’ coexist, and more coordination of their principles and related
activities may bring positive results. [t would be incorrect to attempt to discuss the
two as the same phenomena, and there is a need to identify means to bridge the gap
between ‘macro’ and ‘micro’ perceptions and interpretations of innovation. Hence,
a comparison of concepts of innovativeness from the viewpoint of macro-economic
indicators (e.g., as expressed by the EIS, with opinions/perceptions of
entrepreneurs that will provide a micro-economic perspective to the problem is
warranted. These considerations are expected to aid in finding better means to
assist companies in enhancing their performance, thus contributing to economic
progress at the macro-economic level. An analysis of Eurostat data shows that there
was a noticeable outflow of entrepreneurs from innovative activities during the
period of 2010- 2012 in most EU countries (including Poland) - this amounted to
28% in 2009-2011 and 23% in 2010-2012. The CSO data showed a small rebound
for the years of 2011- 2013, but this was only in the case of industrial enterprises
(increasing from 17.7 to 18.4% in the share of innovators). Service enterprises again
reduced their share in innovative companies (from 13.9 to 12.8%). In the case of a
drop in the percentage of innovative companies in highly developed economies with
accumulated innovative potential, this is not a threat as it in the case of countries
such as Poland, where such a return can make it difficult to catch up. Despite the
falling percentage of innovative companies, we can observe an increase in the
outlays per enterprise among those Polish enterprises that are innovative. In 2010,
the average level of innovative expenditure for a company in Poland was slightly
lower than the average for the 28 EU countries (€1.15 million in 2012).
Unfortunately, the latest CSO data is not optimistic in this case. In 2017, industrial
enterprises spent 2.7% less on innovation than they did in 2016, and service
companies spent as much as 21% less. Will this trend be maintained? For several
years, it has been clearly visible that a small group of innovative companies has been
formed in Poland that constantly increases its expenditures on innovation activities,
including research and development. In addition, the expenditures incurred are at a
very decent level when compared to the EU average, which suggests that these
companies are competitive not only at the country level but also outside it.
Otherwise, they would not have the motivation to increase their expenditures
having only national competition as their “opponent.” In addition, the data
presented in the part on the effects of the Innovative Economy Operational Program
confirm that, if companies in Poland are involved in innovations, they really do it.
The group of OP I[E beneficiaries proved to be a positively selected group. As various
evaluations show (including the on-going evaluation of the PARP [Polish Agency for
Enterprise Development]| Barometer of Innovation), the innovative instruments in
the OP IE reached those companies that had already demonstrated contact with
innovation during their histories. As a result, their results are very good after the
project’s implementation and during its durability - starting from the increase in
the number of innovations introduced after completion of the project through the
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development of R&D departments and even employment growth. Will these
companies be able to catch up in the field of innovation in the near future? So, we
already have a strong but small group of innovators that have been identified by
public statistics. This includes an even smaller group of beneficiaries of public
support that achieves aboveaverage results in terms of innovative activity against
the background of the total population of enterprises. This group and its sub-group
of beneficiaries is small, but it seems to have very promising potential in the area of
innovation. These companies are innovative and competitive on a European or
global scale, and the basic question is this: how do we strengthen the innovation
ecosystem in Poland so that the group of these enterprises will grow? Of course, this
question requires a broader discussion and analysis of which activities are basic and
which are supportive; such a discussion goes beyond the scope of the current paper.
An interesting issue as well as an important element of activity in the context of
business and innovation is cooperation with the external environment. Like larger
entities, the smallest companies (which results from other research; e.g., as part of
the Global Entrepreneurship Monitor international project in which PARP
participates) primarily cooperate with other business partners - that is, a company
from the same capital group or with another unrelated company. This applies to
both ongoing cooperation and cooperation in creating innovations. Although
entrepreneurs still intend to cooperate mainly with other companies, however, they
want to cooperate with universities more often than now as far as future
cooperation plans are concerned (7% currently cooperate, and 12% plan) and
technology incubators (2% now cooperate, and 8% plan). Less often than now, they
plan to cooperate with domestic and foreign scientific units; this may indicate that
entrepreneurs are more and more able to see the dependence of their company’s
development on the quality of human capital. Certainly, some of the companies in
Poland have already reached the limit of their development potential in their
current shape (e.g., the further lowering of costs will not bring any effects and will
even worsen the company's situation) and know that their competitiveness will
start to fall without good employees. If such an awareness begins to enter
microfirms (which may be indicated by the desire for increased cooperation with
universities and incubators), then we stand a chance for the real development of this
sector and the expected innovation in action. When will this happen? These
considerations can be summarized by the following statement: quantitative data
from public statistics as well as research carried out by PARP indicate the existence
of a significant innovation potential among a small group of companies dealing with
innovation (about 23% of the companies identified in public statistics, which
translates to approximately 17,000 small, medium, and large companies). Moreover,
very good results in terms of selected innovation parameters are achieved by
companies using public support (data from the Innovation Barometer). At the same
time, it should be remembered that this group of companies (apart from micro,
which are also financed from public funds) also feeds the ranks of the group
identified in the public statistics. Finally, we have a significant group of
microemployers, of which three out of five declare the introduction of innovations.
Microemployers in Poland are a significant group of nearly 700,000 companies, and
60% of those declare innovations (nearly 420,000 entities). The other side of the
coin is a potential that we do not use or see or simply do not have. In the public
|
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discussion on Polish innovation, there is already a solid common element of the
message that we will not develop further using the easiest resources - i.e., cheap
labor and imitating technologies (even the best ones). This is what should be added
to the second statement: it is not enough to increase expenditures on research and
development, as such activity will not translate into market products and services.
The key (and a huge challenge for the current development policy) is to remodel the
current development paradigm towards large civilization projects involving
partners from many sides and, above all, responding to the identified social needs.
Here the question arises — how can such a system be built, existing schemes be
remodeled, or a completely new approach be proposed? The answer to this question
and those posed earlier is to form the basis of this article. The paper presents the
problems concerning the evolution and development of innovativeness of Polish
enterprises and the economy. The empirical part presents the effects of research on
the state of innovation measured in various areas and using various measures. The
purpose of the paper is to present contemporary concepts of innovation models
used in Polish enterprises and the economy as well as to assess their effectiveness.
In the theoretical part of the paper, a review and critical analysis of the literature
related to the proposed topic was made, while in the empirical part, individual
research in the field of innovativeness of Polish enterprises and the economy was
carried out. This research is designed to facilitate the decision of Polish
entrepreneurs in the selection of the right business model and indication of the
resulting consequences.

DIRECTORS’ AND TOPMANAGERS’ PROPENSITY TO INNOVATE AND
INVESTMENT HORIZON IN DEVELOPED AND EMERGING COUNTRIES
MARIIA EVDOKIMOVA, ANASTASIA STEPANOVA — HIGHER SCHOOL OF
ECONOMICS, RUSSIA

There are different points of view regarding the efficiency of innovations, and one
branch of research analyzes the board of directors and top management decision-
making power role in innovation activity and profitability. The current paper
presents a mix of two different types of study: the experimental behavioral approach
and the classical regression analysis. The aim of this paper is to reveal key personal
characteristics that increase investment in and profit from innovations in developed
and developing countries, which allows one to compare risk-aversion preferences
of top managers and ordinary people. We suppose that apart from its input in
science, the work will also be valuable for researchers and managers.

POLITICAL DETERMINANTS OF ECONOMIC BACKWARDNESS: FIRM-LEVEL
EMPIRICAL INVESTIGATION

DINA ROSENBERG, EVGENY SEDASHOV — HIGHER SCHOOL OF ECONOMICS,
RUSSIA
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Economic backwardness, i.e. slow rates of technological progress in certain states,
constitutes one of the central topics in political economy of development. Still,
researchers have not yet reached a shared consensus regarding the causes of
technological stagnation. In this paper, we argue that firms can use two strategies to
gain an edge in competition: to innovate themselves or to block innovations
developed by the competitors. The choice between these two strategies is a function
of a set of firm-level and institutional characteristics. At the firm level, state-owned
firms tend to invest in blocking rather than innovate because marginal returns to
blocking, especially via political connections, exceed those of investments in R&D.
At the country level, democratic institutions incentivize firms’ investment in
innovations, rendering returns from R&D higher than those from political
connections because politicians in democracies are more limited in their abilities to
arbitrarily block certain technologies. All else equal, a firm’s decision to innovate is
largely mediated by political institutions: while democratic settings incentivize
firms to invest into innovations, authoritarian settings incentivize firms to block
innovations. We employ the Bayesian multi-level model that allows us to test both
the firm-level and the country-level hypotheses within a unified framework and
thereby to provide one of the most comprehensive assessments of political
determinants of economic backwardness. The empirical results corroborate our
hypotheses.

PPROCEEDINGS AMEC2019 94



PROCEEDINGS AMEC 2019

POLITICAL ECONOMY: RUSSIAN EVIDENCE

CHANGES IN PRIORITIES OF GOVERNMENTAL SUPPORT FOR FIRMS IN THE
RUSSIAN MANUFACTURING SECTOR: EMPIRICAL EVIDENCE FROM TWO
SURVEYS — BEFORE AND AFTER THE 2014-2015 ECONOMIC CRISIS
ANDREI YAKOVLEV, NINA ERSHOVA, OLGA UVAROVA — HIGHER SCHOOL OF
ECONOMICS, RUSSIA

During the last decade Russian economy has faced a period of crises and stagnation,
while the government is trying to support manufacturing enterprises at different
levels. Our research analyzes the priorities of providing state support depending on
the characteristics and behavior of industrial enterprises. We analyze the factors
that determine the fact of receiving state support (financial or organizational) at
different levels (federal, regional and local) by medium and large manufacturing
companies.

The methodology is based on the paper Yakovlev 2011, which uses 2009 survey
results and divides explanatory variables into 3 groups: basic characteristics of
enterprises (enterprise size, ownership structure — the presence of state or foreign
shareholders), parameters of their “corporate social responsibility” (helping the
authorities in the development of the region as well as participation in business
associations) and the parameters of their “modernization” activity (investment,
innovation activity, export availability). The results of 2009 survey showed that
there was a system of “elite exchange” (in terms of Frye 2002) between enterprises
and the state at all levels of government.

In our work we compare the results of two surveys conducted in 2014 and 2018 to
show the shifts in government support priorities amid the crises of 2008-2009 and
2014-2015. By 2014 the overall level of support has shrunk and the rest was
concentrated on enterprises with lobbying power (state capital in ownership and
participation in business associations). The results of 2018 survey showed that the
scale of support recovered, firms that were engaged in exports and investment
begun to receive state support at all levels. At the same time the factor of state
capital in the ownership structure becomes insignificant.

TO RUSSIA WITH LOVE? THE IMPACT OF SANCTIONS ON ELECTIONS
MICHELE VALSECCHI — NEW ECONOMIC SCHOOL, RUSSIA

Do economic sanctions weaken the support for incumbent governments? To answer
this question, we focus on the sanctions imposed on Russia after 2014 and estimate
their effect on voting behavior in both presidential and parliamentary elections. For
identification, we use cross-regional variation in (pre-determined) trade exposure
to sanctioning and non-sanctioning countries and before-after voting data at both
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regional and district level. The sanctions caused an increase in support for the
incumbent. This result is robust to alternative measures of sanction exposure,
including a measure of trade loss, i.e., the difference between observed trade flows
and counter-factual trade flows computed via a full-general-equilibrium gravity
model. Absence of pre-trends, as well as several placebo estimations, supports the
validity of the identification assumption. We then explore several potential
mechanisms, including propaganda, electoral fraud as well as standard demand-
supply effects. Overall, while it is hard to evaluate all the potential motives that
sanctioning countries might have had, our results suggest that economic sanctions
are not an effective tool for reaching one of their primary goals and can actually
backfire.

DOES NATIONALIZATION WORK? EVIDENCE FROM GOVERNMENT
TAKEOVERS IN RUSSIA
CARSTEN SPRENGER — NEW ECONOMIC SCHOOL, RUSSIA

After the decade of large-scale privatization in the 1990s, many emerging market
economies have undergone a policy shift towards consolidation and extension of the
state sector, partly through selected nationalizations. Also, the Russian government
has been increasing its role as an owner in several sectors of the economy since the
2000’s. We study the factors that drive nationalization of private companies and find
economic factors such as profitability or revenue growth to be irrelevant while
industry affiliation, in particular, an indicator variable for strategic industries, is a
good predictor of nationalization. We further study the effects of nationalization on
firm-level outcomes such as revenues, investment, leverage, employment, wages,
and operational performance (profitability) of target companies. To address these
questions, we use a comprehensive hand-collected data set of more than 250
government takeovers in Russia between 2004 and 2013 and a carefully matched
sample of companies that stayed under private ownership. Preliminary results for a
subsample of transactions from 2004 to 2008 show a neutral effect of
nationalization on performance and increased financial leverage. We further
distinguish companies that have been bailed out (based on low values of equity and
losses in consecutive years) from companies that have been nationalized to
supposedly strategic or other reasons. Finally, we highlight changes in sources of
funding from private to state-owned banks, subsidies, CEO turnover, and the
composition of the board of directors going along with nationalization and how they
affect match-adjusted performance changes.

POLITICS AND BANKING IN AN ELECTORAL AUTOCRACY

ZUZANA FUNGACOVA — INSTITUTE FOR ECONOMIES IN TRANSITION (BOFIT),
BANK OF FINLAND; KOEN SCHOORS — GHENT UNIVERSITY, BELGIUM; LAURA
SOLANKO — BOFIT, BANK OF FINLAND; LAURENT WEILL — UNIVERSITY OF
STRASBOURG

We test the hypothesis of a political interference in election times in electoral
autocracies. Electoral autocracies provide possibilities and incentives to exert
pressure on banks, both state-owned and private, so that lending would increase
before elections. We employ monthly data on individual banks to study whether
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Russian banks increase their lending before presidential elections during the period
2004-2018. We find that all Russian banks increase lending before presidential
elections. This result stands for all loans but also separately for firm and household
loans. State-owned banks do not significantly differ from private banks in their
lending behavior in election times. We test that the increase of loans before elections
is notrelated to exogenous economic events: the surge in loans is followed by higher
amount of bad loans in the following year, while increased lending concerns
predominantly larger banks and banks most involved in the lending activity. Our
main conclusion is that all banks increase lending before presidential elections in
the Russian electoral autocracy. This supports the view that the authorities in an
electoral autocracy can influence lending of both private and state-owned banks.

CIVIC CULTURE VS. APOLITICAL SOCIAL CAPITAL: THE CASE OF MOSCOW
APARTMENT BUILDINGS

LEONID POLISHCHUK — CENTER FOR INSTITUTIONAL STUDIES, HIGHER
SCHOOL OF ECONOMICS, RUSSIA; ALEXANDER RUBIN —HIGHER SCHOOL OF
ECONOMICS, RUSSIA; IGOR SHAGALOV, — HIGHER SCHOOL OF ECONOMICS,
RUSSIA

We propose a theory that shows that generic social capital and civic culture
complement each other in the case of civic collective action, and counteract each
other, when a collective action is uncivic. We test these predictions by contrasting
two types of collective action in the contemporary urban setting. In the first one,
tenants of an apartment building collectively manage funds designated for the
building upkeep. In the second, tenants build fences and gates around their building
turning it into a “gated community”. Data on 30,000 apartment buildings in Moscow,
Russia confirm the above conjectures.

VOICE, EXIT, AND CO-PRODUCTION: POLITICAL ECONOMY OF CITIZEN
ENGAGEMENT

LEONID POLISHCHUK — CENTER FOR INSTITUTIONAL STUDIES, HIGHER
SCHOOL OF ECONOMICS, RUSSIA

In her groundbreaking studies of co-production, Elinor Ostrom emphasized the
“technological” importance of complementarity between government and society’s
inputs as a condition for synergy that co-production could yield. We take this
argument a step further by emphasizing the political significance of such
complementarity, which strengthens government performance incentives. We
propose a political economy theory of co-production, which incorporates
communities’ capacities for political and apolitical self-organization, and bring to
bear data on urban activism and self-organization in contemporary Russia to
illustrate and confirm the theory’s main findings.

TERRITORIAL SELF-MANAGEMENT: PREREQUISITES, OPERATION, AND

OUTCOMES
|
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ALEXANDER RUBIN, IGOR SHAGALOV — HIGHER SCHOOL OF ECONOMICS,
RUSSIA

Territorial self-management (TSM) in Russia is an officially recognized mode of
community self-organization with support of municipal government. We use
multiple sources of data to study TSM operating in the city of Kirov, Russia, where
this model is particularly popular. We show that TSM creation is predicated on a
unique combination of social traits, blending civic culture and paternalism. While
TSM demonstrate their efficiency in dealing with various urban development issues,
they can also be used to strengthen loyalty of population to local authorities.

PROPER PUBLIC PARTICIPATION: CAN PARTICIPATORY BUDGETING BE
EFFECTIVE IN SOLVING LOCAL ISSUES?
LEV SHILOV — EUROPEAN UNIVERSITY, RUSSIA

In the past 30 years, participatory budgeting has become a popular policy for urban
development. Implemented in more than 40 countries, it is seen as a means to
improve urban environment, solve local issues and empower local communities.
However, public participation is not a universal blessing - its success depends on
the objectives of local officials and appropriate use of participatory methodology.
We analyze success stories of participatory budgeting, including the program “Your
budget” implemented in St. Petersburg.
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CORPORATE FINANCE: OWNERSHIP AND
MANAGEMENT

RELEVANT FINANCIAL KPI'S IN THE AIRLINE INDUSTRY: THE CASE OF
EUROPEAN COMPANIES

YULIA LEEVIK, IYA CHURAKOVA, EVA REUT — HIGHER SCHOOL OF
ECONOMICS, RUSSIA

Nowadays, airlines are striving to achieve a competitive advantage on the market
by introducing strategic efficiency measurement systems. It is well-known that the
airline industry uses two types of performance measurements: cost-driven (per-
kilometre) or revenue-driven (per-passenger) metrics. The driver preference is not
so closely related to the business model type as it has been traditionally considered.
We examine the case of the European airline industry, in which several models were
tested regarding different types of companies. For low-cost companies, the most
reliable is the per-passenger model, which completely supports previous
investigations. For full cycle network companies, we expected to find using the per-
kilometre model more appropriate, but we find strong evidence indicating that the
per-passenger model shows better results for the full cycle companies. We suppose
that some of these companies are in a kind of transitional stage between the LCC and
FSNC, making a step towards new realities.

FAMILY CONTROL AND FIRM PERFORMANCE: EVIDENCE FROM RUSSIAN
LISTED COMPANIES
ANASTASIA SUBBOTKINA, ANASTASIA STEPANOVA — HIGHER SCHOOL OF
ECONOMICS, RUSSIA

The paper investigates whether family involvement has an influence on the firm
performance of Russian listed firms over the period 2011-2017. The topic is worth
exploring as there is a dearth of similar empirical works in the setting of Russia due
to difficulties in obtaining data. Moreover, there is still no common view on how
family control influences the performance of companies, so further research is
necessary. The relevance is also proved by the fact that nowadays, family companies
are growing faster and creating more jobs than their peers. Furthermore, the
possible shift to family-oriented business is confirmed by the growing number of
startups.

Therefore, a more detailed picture of Russian business is presented, and the
research helps entrepreneurs to understand whether they should employ more
qualified managers with new fresh ideas on their companies’ development or
increase the involvement of themselves and their family in the business.
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The family control effect is analysed under three main theories: Agency Theory,
Stewardship Theory, and the Socioemotional Wealth Preservation one. The
regression model with fixed effects of year and industry evaluates the impact of
family control on market and accounting efficiency (Tobin’s Q and ROA), controlling
for specific company characteristics (age, volatility, growth, size, and leverage). The
sample consists of 116 Russian companies. The basic definition of the family
company is taken from Villalonga & Amit’s research (2006) and is one of the most
widespread ones nowadays: “A family company is a company in which the founder
or a member of his or her family by either blood or marriage is an officer, a director,
or a blockholder, either individually or as a group”. But as a lot of Russian companies
went through the process of nationalization or were created by the government and
then privatised, the founder condition is modified. If the company is still run by its
first owner after the privatisation, it is also called a family company, and the owner
becomes a “founder”. It is demonstrated that 40.2% of the companies are family
companies; the number is exactly between the share of the family businesses in
weak emerging countries and highly developed ones.

Our findings illustrate that overall, family involvement does not influence the
performance of Russian companies and the result is the same for several family firm
definitions. Nevertheless, there is a positive effect of family ownership in young
companies due to fresh and relevant ideas of their founders. Moreover, active family
control presented by the family CEO helps the family company to outperform
nonfamily companies as in this way, family members publicly prove that they are
highly interested in company development, and the agency problem is solved.
Unexpectedly, the family Chairman destroys market performance. Probably the
market believes that there may be too much pressure on minority shareholders. But
the negative effect may be reduced by attracting more independent directors on
board. Surprisingly, the model reveals that descendant control is also beneficial to
accounting performance. If the founders are sure that their relatives are qualified
enough to lead the company, the next generation will be really devoted to the
business. So it is recommended to keep families involved in business, and an active
CEO position is especially important for outperformance.

CORPORATE GROWTH, CAPITAL STRUCTURE AND PROFITABILITY: THE
ROLE OF INVESTMENT OPPORTUNITIES

TIGOR SITORUS, OWEN HIUS FELANO, TONNY HENDRATONO, RUSTONO
FARADY MARTA — UNIVERSITY OF BUNDA MULIA, INDONESIA

This research was conducted to investigate the mediation effect of investment
opportunity and company growth on capital structure toward profitability. This
research is a quantitative research with the following variables: capital structure,
investment opportunity, company growth, and profitability. The sampling
technique is non probability with SmartPls 3.0 for data processing. The data of Firm
of Consumer Sector used in this study is secondary data obtained from the financial
statements of the Indonesia Stock Exchange, for the period of 2012-2015. The
results showed that the variables of profitability influenced by the capital structure
are negatively significant; the company's growth variables influenced by the capital
structure are positively significant; the investment opportunity influenced by the
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capital structure is positively significant; the profitability variables are affected by
the company's growth negatively and insignificantly; the profitability variables are
influenced by positive and significant investment decisions. So, we may conclude
that investment opportunity may act as an intervening variable because the indirect
influence is stronger than direct influence.
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FIRM-LEVEL EVIDENCE ON INNOVATION
AND DIGITAL TRANSFORMATION IN
EMERGING ECONOMIES

DIGITAL TRANSFORMATION OF RUSSIAN COMPANIES: FEATURES AND
LIMITATIONS

YURI SIMACHEV, MIKHAIL KUZYK, SERGEY SHUVALOV — HIGHER SCHOOL OF
ECONOMICS, RUSSIA

Currently, many industries are experiencing significant changes and shifts due to
the introduction of new digital technologies. Digitization provides companies with
significant potential benefits but at the same time increases uncertainty and risk.
The introduction of digital technologies often requires a significant investment.
However, in the conditions of rapid technological development and the emergence
of new digital applications on the market, it is not always clear which technologies
should be relied upon. In addition, with the introduction of digital technology, there
is a risk of technological gaps between enterprises in the production chain. The
specific problems of digitization of many traditional industries in Russia lie in the
low innovative susceptibility of firms, weak science-business cooperation, and the
insufficient development of engineering services.

The study addresses the following issues:
. The main innovation channels for Russian firms;

. The main types of digital technologies introduced by Russian companies, as
well as the areas of their use;

. Barriers to digital adoption at the firm level;

. The relationship between the digitalization of firms and their dependence on
the import of technologies and equipment.

The data used was collected as part of the research project “Factors of
Competitiveness and Growth of Russian Manufacturing Enterprises”, implemented
in 2018 within the framework of the Basic Research Program at the National
Research University Higher School of Economics. In addition, results of in-depth
interviews with representatives of firms and research organizations are used.

Some preliminary results of the study:

. The main incentive for innovation activities of Russian firms is the change in
consumer needs. The supply of technology by research organizations and
universities weakly stimulates Russian businesses to innovate;
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. With a fairly wide spread of digital technologies in the Russian
manufacturing as a whole, their use is more typical for large businesses than for
SMEs. The most popular digital technologies and solutions are the digital signature,
cloud technologies and services, systems CRM, EPR, etc., as well as the industrial
Internet of Things. Firms most often use digital technologies in their relations with
their suppliers and consumers. The most significant problem in introducing digital
technologies is lack of financial resources. In addition, for innovative firms and long-
standing companies, the shortage of required specialists is also significant.

R&D, INNOVATION AND INTERFIRM COOPERATION OF RUSSIAN
MANUFACTURING FIRMS

ANNA FEDYUNINA, YULIYA AVERYANOVA — HIGHER SCHOOL OF ECONOMICS,
RUSSIA

The study focuses on two questions: the first question is identification of intensity
of interfirm cooperation that Russian manufacturing companies created for
different purposes; the second question is to determine what are the differences in
the characteristics of companies involved in different types of interfirm cooperation.
In particular, we pay attention to the role and features of innovative firms in
interfirm cooperation in comparison with non-innovative firms.

Interfirm cooperation differs significantly for different types of economies
(developed, developing, emerging), different types of industries (resource-
intensive, capital-intensive, knowledge-intensive). The papers investigating
interfirm cooperation are quite rare, since they require unique survey data on the
status and intensity of cooperation at the level of individual firms. A number of
studies have shown that interfirm cooperation has a significant impact on
productivity and some other indicators of a firm's activity. For example, it was found
that horizontal cooperation influence firm’s product innovation, and vertical
cooperation may increase the productivity of production (Mesquita & Lazzarini,
2008). At the same time, effect of cooperation differs for firms of different sizes
(Nieto & Santamaria, 2010). R&D conducted by firms in cooperation with
universities complements but doesn’t substitute own R&D of innovative firms
(Hanel & St-Pierre, 2006).

Empirical studies of interfirm cooperation in Russia are extremely rare
(Golovanova, Avdasheva, Kadochnikov, 2010; Bykova, Molodchik, 2009; Gonchar,
Kuznetsov, 2008).

In particular, (Golovanova, Avdasheva, Kadochnikov, 2010) suggest that, compared

with European practice, forms of cooperation in Russian companies are less diverse
and less common.
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AND DIGITAL TRANSFORMATION IN EMERGING ECONOMIES
We distinguish between five types of cooperation: the strategic partnerships with
Russian and foreign companies, the presence of long-term relationships with
customers, long-term relationships with suppliers of raw materials and semi-
finished products, cooperation with other industrial companies and, finally,
cooperation with universities and research organizations.

The study uses survey micro-level data from the 2018 RuFIGE Russian Companies
in the Global Economy project. Linear regressions and probit regressions are used
for empirical estimation. The following variables are used as dependent variables:
the number and share of the company's customers, which have been working with
for more than 5 years; conflicts with customers; the number and share of suppliers
of the company, cooperation with which is more than 5 years; conflicts with
suppliers; presence of strategic partners in Russia and overseas; an experience of
R&D cooperation with academic institutions; an experience of interfirm R&D
cooperation.

We describe the state of interfirm cooperation of Russian manufacturing firms. As
expected, networking of Russian firms is a rare phenomenon. We build an empirical
model and estimate the relevance of firm’s characteristics for each individual type
of cooperation and pay attention to the role of innovative firms. We find that
customer networks are less common for innovative firms. The latter, instead, are
more reliable on long-term cooperation with producers. Firms within holdings and
exporters more often form strategic partnerships. This is especially common for hi-
tech holdings and exporters of innovative products. Regarding the size, it is found
that larger firms more often enter interfirm cooperation networks.

In general, our results show that interfirm cooperation is less common than has
been thought. There is no stable demand for innovative products, interfirm R&D
cooperation has spurious character. Based on empirical evidence, we discuss the
results from the point of view of economic and structural policy.
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SUPPLY CHAIN MANAGEMENT AND
ORGANIZATIONAL ISSUES

GLOBAL SUPPLY CHAIN ENGINEERING: ASSESSMENT OF NATIONAL
CULTURE PARAMETERS

ALEKSANDR DEMIN, ANASTASIA IVANOVA — HIGHER SCHOOL OF ECONOMICS,
RUSSIA

The current economy tends to increase the influence of digital technologies and
diminish the human role in management. However, it is impossible to deny that a
person still leads a business with its own set of values and priorities. Predominantly,
the values are determined by the national culture of the person, his/her upbringing,
and the language he/she uses for communication. In order to provide a solid base
for further results and prove a specified coherence, the characteristics of the
national culture should be quantifiable. Such scholars as Hofstede, House, and
others have already assessed the parameters of national culture. Nevertheless, there
is a question of how to apply the numerical values obtained in the managerial
mathematical models. The report aims to solve this problem and to show the
potential to incorporate the peculiarities of the national culture and the
characteristics of the supply chain by using the quantitative values of the national
culture obtained by the scholars designated.

Global supply chain development depends on the peculiarities of the core company
in the chain. If the company considered is a transnational corporation, the team
often consists of the representatives of different countries. A competent
management of such a team tends to reach the three following goals: 1) to reduce
the cultural gap between the participants in the project team (if the supply chain
development is considered a global project); 2) to improve the efficiency of task
completion set by the top management; 3) to minimize the costs of the project
implementation. The authors of the report propose an approach that integrates the
concept of “Team Management Wheel” developed by Margerison and McCann, the
national culture parameters offered by Hofstede, and the supply chain business
process model the Global Supply Chain Forum. For each process in a supply chain,
the report has determined the importance of a certain role in the team and
calculated the significance of the national culture parameters in the process if
different roles interact with each other. The principle suggested makes it possible
to create a mathematical model in order to reduce the cultural differences between
the project participants under the given level of selected managers’ compliance with
their roles in the team and to minimize personnel management costs.

Having studied the role of national culture in determining the priorities of a logistics
service, foreign research has revealed which of the national culture parameters have
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an impact on components of the logistics service and which of the components are
more important for a particular stakeholder. In order to evaluate the link defined,
the authors of this report have developed an approach with the following steps:

firstly, the importance of logistics service components in a particular industry is
ranked using the extreme value of each national culture parameter;

secondly, the integral evaluation of the criterion is calculated by taking into account
the real values of the parameters for the national culture in the country considered;

thirdly, the value of the integral criterion for each of the countries under
consideration is ranked;

fourthly, the most and the least important components of the logistics service are
determined.

This approach proposed should be used to choose the main strategy of developing
a distribution network in a transnational corporation.

In order to improve supply chain performance, the authors have proposed a
methodology for assessing the effectiveness of internal or vertical integration in the
upstream or downstream supply chain. The literature review has determined that
various integration practices affect the achievement of key supply chain
management objectives in different ways depending on the parameters of the
national culture (introduced under the GLOBE project). The authors have compiled
a table of national culture parameters influencing the effectiveness of the
integration practices in achieving the various goals of the supply chain management,
among which are the reduction of costs, the increase in operational flexibility, and
the timeliness of delivery. The degree of influence was defined as positive, neutral,
or negative. The developed methodology has been applied to assess the interaction
in the supply chain. There has been calculated the absolute deviation of the
closeness of the participants’ interaction under various integration option for each
parameter of the national culture from the world average level. Based on the
predefined effects of the national culture impact, the relative efficiency of
integration in different parts of the supply chain (their functional goals to be
achieved) were able to be calculated. The developed methodology tends to identify
areas where the integration leads to the most valuable solution of tasks in the supply
chain and to point out purposes to which the integration with other parties is more
applicable.

Thus, both the report and the list of methods elaborated prove the necessity of
taking national culture into account at all stages of building a supply chain for
transnational corporation, integrating its parameters into a mathematical tool.

SUPPLY CHAIN MANAGEMENT MATURITY RESEARCH
VADIM KOREPIN, MARIA ERMOLINA — HIGHER SCHOOL OF ECONOMICS,
RUSSIA
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The purposes of the intended research are:

— to define the logistics and SCM IT maturity level in companies working on the
Russian market;

— to group logistics and SCM technologies into qualifiers and oder winners;

— to develop a tool for express assessment of IT support of logistics and SCM
processes.

We intend to survey companies working in different industries on Russian market
provided they have a logistics or SCM department within their structure. These
would be enhanced by opinions on market development of IT vendors, thus making
up a multidimensional picture of the IT maturity. Pilot stage will include up to 10-
15 respondents, while further plans are to encompass as many companies as
possible.

The main hypotheses are the following:

1. Logistics and SCM IT support are distributed unevenly among the companies
on Russian market.

2. Company’s success on the market and logistics and SCM IT maturity are
correlated.
3. Prospective view on the logistics and SCM IT support on Russian market

differs from such a view on the Western markets.

The methodology itself includes collecting data from companies about logistics and
SCM technologies used and deemed useful; matching this information to the
vendors’ view on the market development; and comparing the results with
international surveys on perspective IT in logistics and SCM (Gartner, DHL etc). The
data would be then analyzed with help of statistical tools and conclusions would be
made.

The following outputs are expected based on the analysis:

1. Overview of the logistics and SCM maturity level on the Russian market and
their impact on business.

2. Defining the most promising IT in logistics and SCM.

3. Comparison of the current state and trends in the logistics and SCM
technologies on the Russian and the Western market.
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THE PRESERVATION OF ECONOMIC AND POLITICAL ELITES IN TIMES OF
TRANSITION: EVIDENCE FROM RUSSIA
KOEN SCHOORS, TOM EECKHOUT — GHENT UNIVERSITY, BELGIUM

In this paper we pose the question to what extent economic and political elites
persisted after the fall of the Soviet Union. In the literature arguments have been
made both in favour of continuity of elites and in favour of their replacement. The
argument for continuity has been based on the importance of old “nomenklatura”
social capital for economic success during the early nineties, when the assets of
Russia were privatised often to the benefit of the best connected economic agents
and specific groups could get access to various types of special treatment by the
government. But there have also been strong arguments in support of more than
normal elite replacement, that would be driven by the massive socio-economic
shock of transition and the ensuing "Putin shock", where many of the elites were
again replaced after Putin's ascent to power in 2000. We study this question using
very large datasets covering tens of millions of individuals. Using surname analysis
methods inspired by Gregory Clarke’s work and employing innovative measures of
eliteness, we find that the Soviet elites of 40-ies strongly persisted until the late
eighties and that both of these cohorts of elites survived relatively well not only the
shock of transition, but also the Putin shock. The old Soviet elites, that is, have
managed to reproduce themselves surprisingly well throughout transition. The
results also suggest that this persistence may be largely driven by culture or nature,
rather than existing connections.

ALL ALONG THE WATCHTOWER: DEFENSE LINES AND THE ORIGINS OF
RUSSIAN SERFDOM

ANDREA MATRANGA; TIMUR NATKHOV — CENTER FOR INSTITUTIONAL
STUDIES, HIGHER SCHOOL OF ECONOMICS, RUSSIA

Why did Russia enserf its previously free peasants, just as Western Europe was
undergoing the opposite transition? Domar (1970) famously argued that Russia's
low population density would have resulted in a high equilibrium wage, and,
therefore, created incentives for the landowners to restrict labor mobility. While
this theory account for the cross-sectional pattern between Western and Eastern
Europe, it does not address the timing of the enserfment, and unable to explain why
serfdom was not reintroduced in the West after the Black Death. In this paper we
propose a new theory, arguing that Russian serfdom was an institution imposed to
ensure stable and effective manning of the defense lines against the nomad's slave
raids from the south. To test the theory we employ, for the very first time, unique
data on the structure and distribution of Russian population in late 17th century.
We show that the highest proportion of serfs in 1678 was on the Tula fortification
line (Tul'skaya zasechnaya cherta), which was the first in a sequence of defense lines
built to protect the southern frontier against the nomad raids. The location of other
types of peasant (free, church, state), and citizens was not associated with the
defence line. We also deploy spatial methods and terrain data to calculate the
|
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optimal invasion routes for nomads, as well as optimal location of the defense lines
to block the raids. Using them as an instrument for Tula defence line we confirm our
OLS estimations.

TECHNOLOGY ADOPTION IN AGRARIAN SOCIETIES: THE EFFECT OF VOLGA
GERMANS IN IMPERIAL RUSSIA

TIMUR NATKHOV, NATALIA VASILENOK, CENTER FOR INSTITUTIONAL
STUDIES — HIGHER SCHOOL OF ECONOMICS, RUSSIA

This paper examines the adoption of advanced agricultural technology in pre-
industrial societies. We use the case of the spatially concentrated German minority
in Saratov province of the late Imperial Russia as an empirical setting to test the
‘costly adoption’ hypothesis, which predicts that the adoption of different types of
technologies depends on the associated communication costs. We document
significant concentric spatial pattern of technology adoption among Russian
peasants regarding advanced agricultural equipment (heavy ploughs and fanning
mills) and easily observable techniques (wheat production) in the areas located
closer to the German settlements. Moreover, we show a significant rise in
agricultural productivity measured by wheat yield per capita associated with heavy
plough adoption. However, we do not find any evidence of the adoption of ‘know-
how’ requiring the transmission of non-codified knowledge - specifically, artisanal
skills. Our findings suggest that the failure to adopt non-observable techniques from
the technological frontier may be the key to the problem of catching-up economic
growth.
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ANALYTICS

THE EFFECTIVENESS OF PERSONALIZED PROMOTION: SOME EVIDENCE
FROM THE FIELD EXPERIMENT FOR THE RESTAURANT INDUSTRY
IRINA SHAFRANSKAYA, DMITRIY POTAPOV — HIGHER SCHOOL OF
ECONOMICS, RUSSIA

Various marketing channels are usually utilized for customer development and
relationship expansion (Choi et al,, 2011; Kang and Lee, 2015). Such direct touch
points as email marketing, web, and mobile push notifications are gaining
popularity. From the company perspective, these means of communication are
considered low-cost and effective, but consumers find them irritating and irrelevant
(Hartemo, 2016). To overcome this obstacle, these touch points allow for
personalization, which is highly practiced in the service sector (Kumar and Reinartz,
2012). Using previously collected customer data, a company is able to tailor its offer
in order to increase response and provide customer engagement (Arora etal., 2008).

Personalization as a new communication practice attracts special attention from
researchers’ side. [t creates an opportunity for advanced customer analytics — for
instance, Fong (2016) shows that targeted offers generate higher rates of purchase
of the advertised product and estimates the causal effect of targeting via
personalized emails on sales, using a field experiment. Though experiment is quite
a popular research method in digital marketing, existing literature lacks actionable
insights, supported through replicable experimental research and rigorous
empirical analysis, which uncovers the drivers of repeated purchases in the
restaurant industry. Moreover, less is known about the efficiency of personalized
marketing communications in a multibrand portfolio setting. With the focus to fill
these gaps in existing literature, we present the results of a field experiment which
was been organised for the customer development of a multibrand restaurant chain.

Experiment Setting and Preliminary Results

A field experiment was conducted in cooperation with a Russian multibrand
restaurant chain, the leader of the dining-out segment with a 10% market share and
200 restaurants throughout 10 major Russian cities. The chain is organised as a
"house of brands" (Aaker and Joachimsthaler, 2000): four strategic and three
peripheral brands are differentiated through their naming and their products but
are associated with common company brand.

The loyalty program covers all seven brands; it includes more than a million clients
and gives rewards for orders and visits regardless of the individual’s behaviour.
Usually, the company uses a set of both direct and indirect marketing
communications and employs email, the web, and mobile push notifications without
any elements of personalization.
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In general, the customers vary considerably in their purchasing patterns. The
experiment is aimed at expanding customer experience in those strategic brands,
which customers are not familiar with yet. For the purpose of our experiment, we
selected a group of the so-called ‘mono-customers’, those who meet two
requirements simultaneously:

— They have had three and more transactions within the chain during their whole
lifespan;

—  Their share of wallet in one of the strategic brands is 75% (or higher), and at
the same time their share of wallet in all the other three strategic brands is 0% (this
means that the last 25% of their consumption within the chain is formed by the
peripheral brands).

The total selected number of clients is 68,197. To identify the propensity to expand
the consumption of ‘mono-customers’ within the brand portfolio, a test group of
47,757 customers (70% of the sample) was randomly selected. An intervention in
the form of personalized emails was sent to this group. Regarding the level of
personalization, Malthouse and Elsner (2006) provide support for segment
personalization, which is possible when reliable data are available. Given that, we
personalize the offer according to the food products consumed by the customer.

The experimental setting allows for the estimation of the causal relationship
between treatment (cross-brand marketing campaign) and the resulting behaviour
(Activation, Arrival, Number_of Checks and Revenue metrics). As currently we have
only data for the experimentation period, we are not able to analyse any long-term
effects, but we intend to add this analysis by the time of the conference.

We also observe heterogeneity in response: for instance, higher CLV customers have
more chances to respond to promotion and demonstrate a higher revenue uplift.
This finding partly supports the results of Kumar et al. (2006), which state that high-
CLV customers contribute more than medium/low-CLV customers to the impact of
the CRM strategy. Some aspects of consumer behaviour have a significant but small
effect on the Activation metric.

All these aspects are important for further communications — using behavioural
metrics, one could construct personalized campaigns, which could drive the
customer behaviour in the projected way. Thus, experimental research design could
be combined with a survey to obtain more specific information on consumer
insights.

DEEP LEARNING FOR CUSTOMER CHURN PREDICTION
KRISTOF COUSSEMENT — IESEG, FRANCE
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This presentation introduces the topic of deep learning in the context of customer
churn prediction. In particular, we describe the added value of incorporating
customer emails into customer churn prediction models. In particular, we
benchmark convolutional neural networks (CNNs) against standard approaches for
analyzing textual data in churn prediction using real life data from a European bank.
The results confirm that the inclusion of customer emails improves the predictive
performance. Second, deep learning methods outperform current best practices for
text mining. Third, textual data are an important source of data, but unstructured
data alone cannot create churn prediction models that are competitive with models
that use traditional structured data. Managerial implications are discussed.

SENSITIVITY ANALYSIS IN IDENTIFICATION OF CAUSAL EFFECTS OF
MEDIATION IN TAM: MASEM APPROACH

MARIUSZ GRABOWSKI, ADAM SAGAN — CRACOW UNIVERSITY OF ECONOMICS,
POLAND

One of the objectives of scientific research is to identify causal relationships based
on correlations or using regression methods. The structural equations model (SEM)
plays a special role in this approach. It is particularly important in scientific research
in which causal relationships result from theoretical assumptions and outcomes of
previous research work.

In view of the above, the critical literature review and meta-analysis is a frequently
used method of analyzing published data, allowing a theoretical generalization of
the results based on hard evidence (evidence-based). In modern marketing and
consumer research (especially in the area of market and consumer metrics), the
emphasis is placed on the necessity of making decisions based on hard data,
diagnostically oriented results, and verifiable conclusions. Taking medical science
(evidence-based medicine) as a point of reference, they are based on the principle
of evidence-based marketing.

This medical rule of methodologically appropriate diagnostic tests requires that the
basic principles of scientific research be met; they involve the following:
comparability and replication of research in a population, theoretical-bout research
hypotheses (to avoid the HARK effect), and controlling the causal claims (to avoid
spurious causal effects based on correlational research). The principle of replication
of research is one of the basic conditions for the development of a given scientific
discipline. The possibility of repeating the test and thus verifyting the obtained
result is particularly important in scientific research using an experimental and
model-based approach. The research shows that replication research in 1974-1989
included only 2.4% of all published research in the leading marketing magazines,
and in 1990-2004, this share dropped to 1.7% (Evanschicky, Baumgarth, Hubbard
and Armstrong, 2007; Hubbard and Armstrong, 1994). Based on exploratory
research (Sagan 2009), it appears that in Polish marketing magazines, there are
basically no publications that allow replication research to be based on them. In the
analyzed 43 articles on the reports on empirical research in the journal "Marketing
and Market" and "Marketing in Practice” from 1997-2007, only a few of them
contained information allowing full replication of the research or data analysis.

|
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Meta-analysis is the leading research procedure for comparing the published results
of replication research; it is widely used in medical and social research. It is a
statistical procedure for combining and analyzing data from multiple studies from
different sources. It represents a quantitative approach to the systematic review of
research results. The bases for the meta-analysis are complete, thematically
homogeneous, comparable, and substantively relevant data, published and analyzed
in many available publications and sources (Borenstein, Hedges, Higgins and
Rothstein, 2009; Card, 2012; Cooper, Hedges and Valentine 1994).

In the area of marketing and consumer research, meta-analysis of data is most often
associated with the analysis of (quasi-)experimental data and testing of data
measurement and analysis tools. It allows for statistical evaluation of the results and
a degree of publication bias. In relation to the confirmatory structural models, it
allows a stronger grounding of the results existing in the literature.

The aim of the paper is to identify and test causal relationships with respect to
technology acceptance models (TAM) (Davis 1989, Davis, Bagozzi and Warshaw,
1989) based on an integrated approach to SEM using data meta-analysis and
diagnosis causal mediation effects on the basis of sensitivity analysis.

TAM (Davis, 1989, Davis, Bagozzi and Warshaw 1989) is one of the most commonly
used theoretical models explaining user behavior in the context of information
technology (Arteaga-Sanchez and Duarte-Hueros, 2010; Chen, and Chen, 2011,
Ducey and Coovert 2016, Sagan and Grabowski, 2016). The theoretical basis of TAM
is the theory of reasoned action (TRA) (Fishbein i Ajzen, 1975, 1980) and the theory
of planned behavior (TPB) (Ajzen, 1985, 1991). Based on theoretical assumptions,
attitudes toward the behavior are derived from the technology acceptance model
(TAM) used in the studies on the IT/IS acceptance and use.

The identification of causal relationships in meta-analytic TAM is based on directed
separation approach (d-separation) (Pearl, 2000, Pearl, 2009) and sensitivity
analysis (Imai, Keele and Yamamoto, 2010; Tingley, Yamamoto, Hirose, Keele and
Imai , 2013). Sensitivity analysis facilitates an assessment of the influence of
unknown disturbing variables (confounders) affecting both the mediation and the
focal dependent variables in the SEM model.

The confounding effect in the mediation results from the assumption that the
unobservable common cause can affect both the mediation and focal dependent
variables in the model. Correlation of disturbances (residuals in the model) allow to
control the influence of unobserved common cause. In common applications,
however, such a model is non-identifiable (negative number of degrees of freedom).
The correlation coefficient between disturbances (rho) for mediating and
dependent variables determines the degree of influence of the unknown common
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cause and model parameter bias. If rho = 0, then there is no disturbance of the causal
effect (no correlation between residuals / disturbances in the model).

The sensitivity analysis is an attempt to understand the mechanism of causal effect
(through mediation mechanism). The evaluation of the causal effect is performed in
the simulation analysis for various fixed levels of rho coefficient. It allows comparing
the effect of mediation for rho = 0 with the coefficient rho when total indirect effect
(TIE) = 0. If the values of the rho coefficients are “unreasonably” high compared to
TIE, for which coefficient rho = 0, then it can be assumed that the total effect indirect
is significant and there is no impact of disturbances correlation on the causal
mediation effect. On the other hand, if the values of rho are “reasonably” low
compared to the TIE for which coefficient rho = 0, then it can be assumed that the
total indirect effect is irrelevant and there is the influence of disturbances
correlation on the causal mediation effect (Muthen and Asparouhov 2015).

The paper presents the results of a meta-analysis of TAM published in journals
related to information systems. On this basis, the structural model TAM was built.
Based on sensitivity analysis, the level of causal bias of secondary data published
models as well as the authors’ model on primary data was assessed. Selection of
papers contains results of TAM modeling published in the three leading scientific
journals of Information Systems (IS) community: MIS Quarterly, Information
Systems Research and Information Systems Journal. The collection consists of 29
papers. As it was previously stated, the presented research includes also primary
data. The primary data were based on quota sample of 150 students of Cracow
University of Economics using Moodle platform.

In meta-analytic SEM (MASEM) model estimation, a two-stage approach was used
(Cheung and Chan, 2005; Cheung, 2015; Jak, 2015). The two-stage estimation of SEM
models was based on pooled correlation matrix. Pooled correlation matrix
estimation involved both univariate approach - calculation of weighted correlations
or weighed Fisher - z scores and multivariate approach - two-stage structural
equation modelling (TSSEM) based on all correlation coefficients. Three types of
MASEM models were estimated: 1/ fixed - effect SEM (correlations, covariances,
path coefficients, etc. are assumed to be homogeneous across studies), 2/ random-
effect SEM (effect sizes may vary due to differences in samples and methods used in
different studies) and 3/ mixed-effect SEM (models with covariates and both fixed
and random effects).

In order to perform the sensitivity analysis for causal mediation effect, a limited
version of TAM model for meta-analytic SEM was tested that involved the
relationships between perceived ease of use (E), perceived usefulness (U) and
behavioral intention of use (B). TAM structural equation model based on pooled
correlation matrix was estimated using Mplus and weighted least squares (WLSMV)
estimation. The parameters of the MASEM model are used as a priori information
for Bayesian SEM model on primary data. The use of a priori information is a
distinctive advantage of Bayesian models (Rossi, Allenby and McCulloch, 2005).
Pooled covariance matrix was used for simulations of the disturbances correlation

bias effect on causal mediation.
|
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THE USAGE OF GAMIFICATION IN MARKETING SURVEYS: OPPORTUNITIES
AND CHALLENGES

SNEZHANA MURAVSKAIA, DANIIL MURAVSKII, MARIA KUZNETSOVA, IBS-
MOSCOW (RANEPA) — GSOM SPBU, RUSSIA

The current technologies bring a number of opportunities to make marketing
research more effective. Still, the main issue with surveys in marketing research is
the response rate and the quality of data, despite the fact that reaching respondents
is easier now than it has ever been before. One of the reasons, according to research,
is the participants' lack of interest both in the process and in the topic. Gamification
in modern business is considered a problem-solving solution to the intrinsic
motivation issue. However, gamification is still an emerging field of study, and there
is no established approach to gamified marketing surveys. In this paper, the authors
presente an analysis of the existing approaches to gamification and its suitability for
the creation of marketing surveys.

LIMITING AND DRIVING FACTORS OF E-COMMERCE MARKET
DEVELOPMENT IN RUSSIA: EVIDENCE FROM EMPIRICAL RESEARCH
ANNA DAVIY, VERA REBIAZINA — HIGHER SCHOOL OF ECONOMICS, RUSSIA,
MARIA SMIRNOVA — GSOM SPBU, RUSSIA, MARIA SMIRNOVA — GSOM SPBU,
RUSSIA

Purpose: The main objective of this paper is to reveal the limiting and driving factors
for development of the e-commerce market in Russia from the firm perspective.
Methodology: 60 in-depth interviews with representatives of Russian internet
businesses to consider firms’ view of the driving and limiting factors were
conducted in February - November 2015. Companies comprising the sample
represent different industries, and vary in size and location. In order to identify
limiting and driving factors of e-commerce market development in Russia, content
analysis was employed. Findings: In reviewing a literature, we identified a quite
general approach to structuring limiting and driving factors that comprise such
groups of factors as environmental, organizational/ store-related and product-
related/service-related factors. Interviews with Russian companies complement
current structuring by adding market in particular highlighting the role of
consumers and industry-related factors as one of the most frequently mentioned by
firms’ representatives. Also, firms point out the trust and security concerns as
limiting factors. Originality/value: One contribution of this study is to identify
limiting and driving factors that are specific for the Russian e-commerce market.
Besides, we discover some factors that can supplement the current frameworks for
structuring limiting and driving e-commerce market factors.

CAN THE MERE NOTION OF A GAME INCREASE CONSUMER WILLINGNESS
TO PARTICIPATE IN GAMIFIED LOYALTY PROGRAMS?
DANIIL MURAVSKII, SNEZHANA MURAVSKAIA — IBS-MOSCOW (RANEPA),

RUSSIA, KSENIYA GOLOVACHOVA, MARIA SMIRNOVA — GSOM SPBU, RUSSIA
|
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In this research, we suggest that applying gamification in a gamified retail loyalty
program context may result in consumers realizing that the company is trying to
elicit a game. We showcase that this perception has a strong impact on whether the
consumers are entertained by the gamified loyalty program and, coincidentally, on
their willingness to participate in the program. Further, we empirically show that
perception of gamification can mitigate the negative effect of consumer persuasion
knowledge, and illustrate the moderating role that prior gamified loyalty program
experience of the consumer plays in the establishment of these effects.
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PART 2. SELECTED PAPERS

EFFECTIVENESS OF ASYMMETRIC CONGLOMERATE ALLIANCES IN
REFINING INDUSTRIES: A GAME THEORY APPROACH
POLINA SIDOROVA — HIGHER SCHOOL OF ECONOMICS, RUSSIA

The core objective of the study is to provide an evidence on the conceivable
effectiveness, being considered as external stability, of asymmetric conglomerate
coopetitive agreements in oil refining. Asymmetric is a scale measure. One leader
and several niche players cooperate in technological aspect (mutual CAPEX) and
compete in the market.

Game structure:

Players: leader (one); niche players; buyers (competitive market).
Strategies:

Costs optimization - technological cooperation;

Sales competition (long-term agreements, adjusted quality, min price).

We consider utilities to be estimated as a companies’ values surplus from this game
simulation. The gain is supposed to be estimated discretely in dynamics.

Recently there has not been yet provided any theoretical solution and an empirical
evidence for the asymmetric conglomerate alliances to be effective, i.e. externally
stable in the long-run, the coopetitive relations being considered. We would try to
reach this objective by derivation of the Nash bargaining solution for two and
several players, by estimating their conceivable surplus to the expected market
value of the companies. Stochastic characteristic function of market values could be
derived for the expected gain to be estimated. We consider an oil refining company
to coopete with chemicals producers. Thus, we are looking for a theoretical
justification on such kind of alliances to be long-term effective.

Introduction

Research context: The oil refining companies worldwide have been facing the
company value growth decline nearly for the past 10 years now since the restricted
amount of intrinsic positive factors to be considered and influenced in order to
accelerate their potential. The increasing oil price volatility makes for the riskier
strategic decisions to be considered. In search for the challenges they struggle for
innovations either in their core field or in any diverse ones. The positive matter is
that they constantly generate rather stable free cash flow which provides them
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financial strength for the new growth opportunities to be discovered. According to
the recent book (2018) of Saudi Aramco history and strategical perspectives, the
development of conglomerate alliances in petrochemicals and even more general
chemicals is considered to be one of the main company’s directions. This issue
seems to be even more effective, i.e. provides sufficient company value growth
potential, so as to, on the one hand, it stands on the application and development
company’s core technological competencies and, on the other hand, opens new and
conceivably sound market segments to conventional oil refining businesses.

Gap in the knowledge: Many aspects of the topic being considered in this research
are actively discussed in the academy. For instance, the coopetition concept has
been re-increasing its popularity since 2010 now (Carfi et al, 2010, 2011, 2012,
2014, 2018). However, conglomerate alliances engaging in refining industries
seems to become very important, new trend which needs to be considered in terms
of cooperation and coopetition agreements. The Nash bargaining solution for such
games, where both players realize diverse kinds of strategies (maximization of scale
and niche) within a coopetition statement, being implemented to stochastic
realization of the expected companies’ values stands for the new theoretical solution
to be derived.

My study (goal, research question): The current study is supposedly narrowed to
that of conglomerate alliances with asymmetric participants, i.e. with different
revenues and CAPEX volumes. This restriction plays for the pure ‘opportunity’ case,
when particular oil refining company is not definitely sure about the positive result
of such cooperation or coopetition (when both players act cooperatively by one
competences and competitively - by others. This case could be considered to be
similar to that of real options. However, the solution which could be derived here is
seemed to be more general, without such strong assumptions being considered.
Regarding the measure of such alliances effectiveness, the expected intrinsic
company value based on stochastic implementation of market components could be
considered (Cygler et al., 2018).

Main research objectives: The main research question of this study is: why
companies with unequal market position, being realized as difference in their
revenue and capex volumes, and from unrelated industries could be involved in the
coopetitive agreements? Therefore, the possible economic effect from such business
relations needs to be estimated. The intrinsic value of a group of companies
operating coopetitively is considered to be an adequate measure for the conceivable
economic effect (Cygler et al., 2018). This stands for the economic objective of the
research being implemented. The question being arisen is incorporated into the
research framework of the coopetitive games. The discussion on coopetitive games
had been initiated by Nalebuff and Brandenburger (1996). The first economic
preview of coopetition being applied to actual business conditions had been studied
by Walley (2007): this research considered the cooperation between the oil
companies in upstream activities and competition in downstream activities. The
purposes of such kind of integration could be diverse. The only distinction is the one

which implies simultaneous realization of cooperative and competitive strategies.
- - |
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Literature review

To set a definition of the alliance in oil refining industry the most recent papers
should be considered, so as to the mere phenomenon has been developing
approximately for a year and has been explicitly formulated as one of the main
growth factors in Saudi Aramco’s current strategic plan up to 2030 (Ramady, 2018).
The game structure implies both cooperation and competition concerning different
competencies of participants. At first pure cooperation case should be considered.
Thus, alliance here is considered as non-merge agreement between two or more
participants from unrelated refining industries (Scipes, 2018). Cooperation is
realized on technological basis provided conceivable gain on costs efficiency.
However, market strategies of the participants are different. In case of two
participants, one realizes maximization of scale, another is considered to be a niche
player, who specializes on some of the chemicals (currently set but not limited to
petrochemicals). Thus, major oil refining companies suppose more distanced from
their core business branches provide opportunity growth and additional value to
their shareholders in the middle- and long-run.

Firstly, the cooperative formation should be considered, because the main effect is
supposed to be provided on cooperation basis. Hereinafter, under cooperation the
technological cooperation is being implied. The following researches (PetrosiZaln,
Mazalov & Zenkevich, 2018) provide general description and solutions for diverse
cases concerning technological cooperation. In this paper, more specific case of non-
transferable utilities is to be considered. This restriction seems to be adequate with
regard to further coopetition game structure consideration.

New intensive discussion on coopetition has been re-engaged in 2010 (Carfi, 2012;
Carfi & Okura, 2014). Particularly, it was concentrated around technological
alliances, which has been mainly distinguished by hi-tech specialization. However,
the case of conventional industries being considered to imply some effect from such
form of business relations has not been considered yet. This aspect is supposed to
provide sufficient outcome both for academy and business practice. Effect of
coopetition for conventional oil refining companies is needed to formulate the
current research question: why does coopetition in refining industries could be
effective/efficient? Here the asymmetric case, with one participant getting surplus
value from yield side and the other from costs side, is to be considered, as well. So
as to the latter could provide more evident effect on cooperation. For instance,
within the consortium between an oil refining giant and one or several significantly
smaller chemical companies seems to be effective for the giant and efficient for the
smaller participants (Baglieri, Carfi & Dagnino, 2012), the higher investments in
technology renovation having been implied.

One of the probable variables which is considered here as a measure of effectiveness
could be expected external stability of such alliances, described above, being
estimated on the 5-10 years horizon. In this paper, three logical steps should be
made: cooperation, cooperation with non-transferable utilities (which allows
making a shift towards coopetition), and coopetition (Carfi & Perrone, 2012;

Petrosi@aln, Mazalov, & Zenkevich, 2018; Venkatasubramanian & Luo, 2018).
1
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Because of external stability has been chosen as a measure of effectiveness it seems
to be reasonable to consider stochastic characteristic function for the utilities to be
derived. Two main factors could be: expected companies market value and the
second could consist of several commodities prices, i.e. chemicals. Nash bargaining
solution is considered to provide conceivable outcome on coopetition among two or
several participants with one leader.

To set it shortly, recent researches have not yet provided explicit theoretical
solution and empirical evidence for the asymmetric conglomerate alliances to be
effective, i.e. externally stable in the long-run, the coopetitive relations being
considered. We would try to reach this objective by derivation of the Nash
bargaining solution for two and several players who perform coopetitively, by
estimating their conceivable surplus to the expected market value of the companies.
Stochastic characteristic function could be derived for the expected gain to be
estimated.

Methodology

Recently, there has not been yet provided an explicit theoretical solution and an
empirical evidence for the conglomerate alliances in oil refining to be effective. In
this research we propose a formal solution and a numerical example. We consider
effectiveness here to be an external stability in the long-run (Zenkevich & Reusova,
2017). We derive the Nash bargaining solution for several players.

We consider a major oil refining company to conceivably coopete with chemicals
producers in order to develop further its petrochemicals business-segment. Thus,
we are looking for a theoretical justification on such kind of alliances to be long-term
effective.

We investigate upon a coopetition agreement between a leader (A), being
considered as oil refining giant, a niche player (B), being considered as specialized
chemicals producer, and their joint venture (C) within the market of petrochemicals
and other chemicals consumers (D). A and B are realizing cooperative strategies in
technological competences, while they are acting competitively on the market. Thus,
C is considered to be a cooperative manufacturing venture of A and B.

Strategies: both players are sharing their manufacturing between their individual
core business and joint venture, according to the expected prices’ estimates of the
products which are estimated discretely by the end of a period of three years. Such
a period length is considered to be an adequate interval for the effectiveness to be
estimated in dynamics. Thus, we divide the whole expected life duration of an
alliance by three years’ intervals.

Then, both players are selling final products on the market (D) which is considered

to be oliﬁoeolistic. The Eroducts are non-homogenous. The exgected gain is
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considered to be a difference between the total revenue from both individual and
cooperative production and fixed/variable costs with the investments in the
foundation of a joint venture.

Assumption 1: such alliance implies both horizontal and vertical integration, so as
to the petrochemical segment development is achieved by vertical integration,
whereas, more distracted from the core oil refining, other chemicals business is
considered to be horizontal conglomerate integration.

Assumption 2: A and B join parts of their capital expenditures within the C in order
to proceed with both petrochemicals and other chemicals products. They are shared
between the product range, according to the expected price estimate of each of the
products.

Assumption 3: A and B compete on the market, which is considered to be
oligopolistic and could be described by the following equation:

D:QxP—-R,

defined by
N K
D)= ) EM)-ai+ ) E®)-a
i=1 j=1

for every (p,q) in Q x P, where:

 Q is a compact interval of the real line, and is shared between Q1 (petrochemicals)
and Q2 (other chemicals);

* P is a compact rectangle of the Cartesian pane.

Utilities of the players could be described by the following equations:

U, = Iiv=11(pi Qi — Vi q;) — Zliv=11 F + 21121(2%1 “qr1 — Vi1 " k1) — 211331 Fiy
4 T_,CAPEX,,

9’31(191' "qj— Vit qp) — 7:311:} + 2021 P2 " Gz — Vi " Gi2) — 221 Fr

T CAPEXp,

UB:

_ Z¥=1(Pk Qi — Vi qk) — leg=1 F
f=1 CAPEXyp,

Uc
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Here we consider the situation when both players create a joint venture in order to
manufacture petrochemicals and other chemicals. The share is set according to the
expected price estimate. Thus, we consider prices to be fixed, while the production
volumes to be variable. Both technological lines are prepared for production
purposes (capacity is fixed), but each production line loading is adjusted by three
years interval.

How do we estimate the whole production capacity?

By the end of coopetitive agreement between three players the payoff could be
estimated as follows:

T N N N2 N2
ZZ(Pt Qi — Vi qp) — zFi + Z(Pla “qr1 — Vi1 " k1) — z Fyq
i=1 k=1 k=1

t=1i=1

T
- z CAPEX,,
t=1
T N N N2 N2
ZZ(pt qj —Vjt Qj) _ZF} +Z(Pk2 "Qk2 — Viz * qk2) _Zsz
t=1]=1 i=1 k=1 k=1
- z CAPEXp,
t=1
T N
= z Z( “Qx — Vi " Q) — z F, — z CAPEXyp,
t=1k=1
dk = qk1 t k2
Strategies:
. A ->max z, and max zc, if:
T N N T
ZZ(Pt Qi =V q) = z F; + z CAPEX,,
t=1i=1 i=1 t=1
and

T N N T
D) Ge-ae—vi 0 = ) Fe+ ) CAPEXyg,
t= =1

1k=1 k=1 t=
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o B -> max zz and max z, if:
T N
ZZ(pt q— v q;) 2 ZF Zpk G — ZCAPEXB
t=1 j=1
and
T N N T
ZZ(Pt qk — Vi " qk) = ZFI( - Z CAPEXyp
t=1 k=1 k=1 t=1
o D -> max zp, if:
Z Z CAPEX,p, = Z Z(Pt Qx — Vi " Qi)
t=1 k=

The estimated CAPEX volume for the consequent joint venture manufacturing
depends on the volumes of petrochemicals vs chemicals in the joint venture
manufacturing, which are supposed to be constant during the forecasted period of
three years. The whole CAPEX is shared between the players according to
proportionate share of petrochemicals vs chemicals in the production volume of the
joint venture.

For the decision on the joint venture production has been taken, the prices are
assumed as current to be constant for the next three years.

However, the players can realize their own investments by themselves at any time,
according to the changes in prices within the three years’ period.

Data & empirics

For the current research we have chosen oil refining companies & chemicals
producers to build our group sample:

We are going to make an empirical research on historical data (estimate of an
expected external stability);

We are going to test an a priori solution for two/several companies: the leader being
taken from oil refining (a numerical example);

The leader is defined as one of the major oil refining corporations (estimated by
yearly sales’ volumes).

Results & Implementation

We are looking for estimating a conceivable terms under which the alliance would
not be effective anymore;
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The model could be applied for strategic decision making concerning diverse types
of asymmetric conglomerate agreements in refining industries;

The solution could be generalized for other refining industries.
Discussions and conclusions

This study has both theoretical and empirical perspectives. The first one is the
formulation of the new game statement for the asymmetric conglomerate alliances
in order to derive the Nash bargaining solution for the agents with unequal revenue
and capex volumes from unrelated industries who perform coopetitively, i.e.
simultaneously cooperate and compete in separate business aspects. The gain
obtained by the companies in such sort of alliances needs to be derived. The final
objective is to estimate conditions of such alliance stability, i.e. the economic
effectiveness. We consider external stability (Petrosi@aln, Mazalov, & Zenkevich,
2018; Parilina & Tampieri, 2018) to be the measure of the alliance to be realized as
being effective.

The current research is focused particularly on the economic effect of the
technological competences of one company to be implemented in unrelated
industry. It could reduce the related risk by the investment volume. Therefore, it
could propose a sort of cooperation to the smaller agent in another industry,
although, acting competitively, so as to the advantage of its market position to
provide additional effect.

The issue of coopetitive business relations stands for a large challenge of the current
business environment: when most of the companies realize the actualized need of
being together, i.e. of proceeding with cooperative strategies, but simultaneously
acting competitively in particular sense. Thus, they are performing coopetitivly. This
form of business relations is rather common and could be suspected to derive
strategic opportunities for each of the players. Here, the task is to derive and explain
a sort of economic solution for such alliances. Therefore, the economic sense of the
problem being considered is sufficiently relevant.

One of the possible solutions in order to explain the coopetitive result of such
alliances is to suppose that large companies consider this business relations mostly
as real options. They realize to make small investments in the unrelated industry in
order to try whether they could become successful enough to proceed with more
intensive development in this field. Thus, concerning technological aspect of such
alliance: the resource competition between two markets is realized. On the other
hand, both business ‘hands’ cooperate in order to give additional company value
surplus. Such type of coopetition is directly opposite of the one which has been
considered between oil companies, i.e. when they cooperate in resources
(upstream) and simultaneously compete in downstream activities. In this particular
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sense, it is not necessary to consider pure alliances: when both firms stay to be
separate business entities. Hereinafter, we are going to consider conglomerate M&A
deals as another form of such business alliances along with the same economic
sense, so as to the corporation with a stronger market position can any time realize
the opportunity to sell the unsuccessful subsidiary. The latter could be considered
as temporary merge of two business players.

The possible intrinsic economic surplus should be, finally, defined for the
asymmetric coopetition alliances of conglomerate type. Thus, the conceivable gain
from such coopetitive game in directly unrelated industries realization could be
finally estimated. Moreover, whether the effectiveness is realized as long-term
external stability of an alliance, there should be derived a dynamic model and
evaluated the conceivable effect of such relations.
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AN OPTIMAL CHOICE OF LOCATION FOR A FRANCHISED RESTAURANT
STEPAN GOGOLEV AND EVGENIY OZHEGOV — HIGHER SCHOOL OF
ECONOMICS, RUSSIA

Introduction

The rising level of competitiveness motivates firms to start business expansion in
order to take a better position at the market. Opening a branch in another city,
region or country is one of the ways to expand. It is a common practice to start a
promising business in a far unpopular region due to the attractive business
environment there. We discuss the most common factors that influence the decision
to start a business in small cities and try to create the model helps to decide where
to start a business.

In this work we analyze a business at the food market. Consumers’ preferences but
not the price of resources or technologies plays the most important role in forming
of equilibrium at such market. Also we deal with franchise restaurant what impose
special restrictions on freedom of choice some restaurant characteristics (the type
of restaurant, its development model and other conditions). From this point of view,
the main question of the franchisee is where to locate the restaurant. Almost all
other problems can be solved by the franchiser. It keeps our analysis in demand and
especially relevant in the time of sharp franchising system spreading.

The main aim of this paper is to create the model chooses from the list of cities the
most profitable one for an opening franchise restaurant. We pay special attention to
solve two problems: data heterogeneity and a high number of correlated features.

For this purpose, we define a weight function for observations via Mahalanobis
distance in the space of features and show its advantages. Next, we discuss pros and
cons the use of some special methods: weighting least squared, estimating a model
on subsamples, elastic net method, support vector regression, and random forest
regression.

The paper is organized as follows. The first section is devoted to a review of relevant
economic literature for this study. The second part provides a description of the
problem statement and data used in the work. In the third part, the methodology of
the work is described in detail. The fourth section discusses the results of models’
evaluation and their comparison with each other. Finally, the last part is devoted to
the general conclusions and some limitations of the model.

Literature Review

We start with defining some specific terms. The franchisor is the organization that
creates and administers the business model. The franchisee is responsible for
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managing day-to-day operations. Usually, the franchisor defines a list of cities,
where a franchisee is granted to start a business by the franchise.

We choose a franchise fast-food industry in order to minimize quantitative
distinctions between restaurants and focus on distinctions between cities. Franchise
system guarantees equal costs and profitability of restaurants in different cities
(Hing, 1996). The reason is in a common technology of production and similar
pricing on raw materials. It allows concentrating efforts on comparison of cities
suggesting other factors being equal. Moreover, the number of clients visiting a
restaurant almost does not depend on the quality of management, costs at the
period and other. As the number of clients visiting a restaurant is closely related to
sales, we can come to the conclusion that revenue prediction is a proper aim of the
franchisee.

Generally, the process of choosing a restaurant location consists of many steps:
making a choice about the country, city, street, building, etc. It is important to decide
all of them correctly as they respond to different factors of business success (Chiang
et al, 2007). Location inside the district answers for traffic and intraday sales
pattern, country’s choice is reflected on management and state control features. In
this paper, we do not raise an issue about all levels of location decision so we are not
able to answer the question about the precise optimal location of the firm. We
estimate the attractiveness of location at the city level.

We introduce an assumption about restaurants revenue’s homogeneity among
cities. That is to say, in further analysis, we assume intracity revenue factors being
equal. [t means that the model does not take into account the qualitative difference
between cities. For instance, we do not take into account differences in culture and
mentality or in additional revenue in restaurants caused by successful location in
the city. Nevertheless, it is possible to overcome the limitation. For this aim, the
researcher may choose the group of cities the most attractive to start a business and
choose the best city from the expert point of view. Now turn on to describing market
features.

We face a high level of consumer market power at the food market. Therefore we
should explore demand and consumers characteristics in detail.

The food market analysis assumes homogeneous demand when it is more important
to know market size than the structure of demand due to the high degree of
heterogeneity in supplied products (Beltron et al, 2000). Franchised restaurant
makes such concept reasonable as the key groups of consumers are known and it is
possible to estimate their size in cities. We take into account the demographic
characteristics of the city due to the lack of specific features of potential buyers for
fast-food restaurants service.

As far as the demographic characteristics are concerned, the most common way of
its measurement is combining of population size, population density, the average
wage and size of different income groups. Crucial variables are population size and
the average wage in the city. In terms of our work, the first one reflects the market
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size, while the second one shows the consumers’ ability to pay as the fast-food
restaurants are aimed at the rich middle class.

We pay special attention to the effect of population size. Non-linear relations are
discovered at different markets between market size and pattern of competitiveness
(Wang et al., 2017), quality of the product (Berry, Waldfogel, 2010), etc. There are
some reasons to explore cities with low and medium population size separately
from cities with high population size (Walzer, Blanke, 2018). Hence we use specific
methods to check if there are any significant distinctions at the markets in small
cities and others.

We turn to the fast-food restaurant market environment analysis. According to basic
economic principles, the higher the number, the more competitive the market, the
less attractive to enter into it (Arnold, Quelch, 1998). If there are markets with a
similar demand function, it is more profitable to choose one with the lowest number
of competitors. The problem with practical implementation such rule is in hardly
observed demand that differs from market to market. The classical solution of the
problem is to find factors that measure backlog demand (excess demand over
supply) (Eckstein, Fromm, 1968). Recent research (Poldrugovac et al., 2016)
suggests the following observed determinants for analysis: demographic
characteristics within the local market and the number of direct and indirect
competitors. In the equilibrium its ratio implicitly reflects the share of new firm’s
potential consumers from the total population.

Further, the characteristics of potential rivals at the local market are quite important
factors in choosing an optimal location for the firm. The fast-food restaurant is a
quick-service restaurant that competes mostly with similar fast-food restaurants,
food delivery companies, and cafes. The degree of competitiveness depends on the
difference in prices for a meal (Kim, Gon, 2004). We try to include in the model
average bill among all public catering places to count such a difference. The relation
between the revenue of the restaurant and the difference in the average bill in the
city and the restaurant bill is controversial. The big difference in bills means that the
restaurantis in a unique price segment, there are no competitors. On the other hand,
the lack of competitors is a sign of the lack of demand in the segment (Knutson et al.,
1993).

The last big group of features, that defines potential revenue of the restaurant in the
city, is a group of individual consumer characteristics (Kim, Jogaratnam, 2010).
Probability density function over the consumer preferences space is used in the big
number of recent works. It is crucial for firms oriented on consumers with specific
preferences. However, the information at the individual level is unavailable for the
external researcher. In this work we choose a fast-food restaurant that aimed almost
at the whole population. In this case the distribution of tastes over the population
should be the same in different cities.
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To sum up, we described the process of forming the attractiveness of the city for a
franchisee. Then we discussed groups of factors that define demand at the food
market, a key element in the revenue prediction problem, according to the industrial
organization literature. Finally, we selected the most relevant observable features
that will be used in the research.

Problem Statement

In this work we try to establish the methodology that helps to solve the problem of
revenue prediction for franchised restaurants in different cities. In this part we
depict the features of the chosen restaurant and appropriate dataset. We select the
federal fast-food restaurant, a franchised pizzeria.

The chosen franchise has about 300 restaurants in 184 cities now. We analyze
monthly revenue for the last 3 years. Figure one shows the average dynamics of
revenue in all restaurants by months and years.
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Figure 1. Averaged monthly revenue dynamics

There was an increasing trend in revenue from 2015 up to 2018. Therefore we
should take this trend into account. Moreover, the similar fluctuations around a
trend in different years have a similar structure. It can be explained strong seasonal
revenue determinants. To consider this feature, in the further analysis we eliminate
seasonality by adding seasonal factors (year and month) in the model. Then we
compare the revenue in cities as the average monthly revenue within the period of
work correctly.
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Some restaurants were opened less than three years ago, so we collected only 5889
observations. Hence, we have a panel structure of data with 184 objects (cities) in
36 periods of time. The unit of observation is a restaurant in a month. Maintaining a
panel structure instead of aggregating revenue by time and cities is necessary to
avoid seasonal bias and a different number of restaurants in cities.

According to the main aim of the work, we focus on objects' features (characteristics
of cities) and on creating a prediction for an average restaurant in the city. We have
three big groups of dependent variables: seasonal factors, specific restaurant
characteristics (work period and part of the revenue from delivery), and market
environment features. We pay special attention to select variables from the last
group of factors.

The market environment features consist of demographic and competitors'
characteristics. The first group includes detailed information about consumers: the
size of the market, its specific segments, consumer income. The second one
describes firms behavior at the market: a number of direct and indirect competitors,
average restaurant bill, average estate price, and wage. Large volumes of clients'
characteristics information are available and the task of researchers is to find an
application for this data.

Fast-food restaurants compete simultaneously in a few markets: some types of
cafes, restaurants, food delivery, etc. At each market we can collect a lot of useful
information: average pricing in the place of public catering, number of such places
in the city in absolute and relative units (per capita), etc. The problem is that these
markets are closely related to each other and, probably, have similar characteristics.
Nonetheless, after aggregating characteristic among markets, a lot of information
would be lost. We want to show that dealing with a lot of correlated variables allows
improving overall results. We turn to describe the process of data collecting and its
preliminary analysis.

We collect three datasets that contain the general demographic characteristics
within cities, information about restaurants-competitors and some internal
information about operating performance of already open restaurants of the
franchise.

We gather the data about average wages, cashier’s wage and density population in
cities from hh.ru and gks.ru respectively. It is crucial for further cities comparison.

The second dataset is aimed to define the level of market competitiveness, so,
according to the literature review, it should include factors that reflect a degree of
spatial, price and non-price competition. We measure spatial competition for the
city through the total number of cafes, restaurants, pizzerias, and places having the
service of food delivery in the city. For this goal we collected for each place of public
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catering its type, the average bill if available and the city where it is placed. The
result is cross-sectional data with 54460 observations at the end of 2018. The
source of data is a database 2GIS which have the policy of providing information for
the 100 biggest cities in Russia and other 200 cities. As for the description of the
data, 75% percent of found places are cafes; the average bill is 512 rubles with the
median equal 400. About 40% of places are located in the cities that are not included
in 2GIS.

The next step was to link the cities’ characteristics to the current data. As a result,
we know that our data is about cities with the population from 5 thousand to 12
million people and with the average wage from 19800 to 91800 rubles.

The last part of the dataset describes financial indicators of working franchised
cafes: revenue. It is necessary to consider inflation, so here we recounted these
values in term of 2018 prices. The result is a panel dataset that contains monthly
values for all 305 franchised restaurants from January 2015 to July 2018. It is worth
noting that the panel is unbalanced due to the fact that almost half of branches was
opened after 2016. As there are some errors of measurement, we exclude
observations with unusual values of profitability, when it is more than 1 or negative
and extremely low. In the final dataset the unit of observation is a franchised
restaurant in one month. The description of variables is presented in appendix 1.

Methodology
3.1 Specification of the Model

To answer the question about the optimal location, we want to choose the city with
the best prediction of revenue. In this part we build the specification used in further
models.

At the first stage we select variables that affect the dependable variable the most.
Following similar researchers (Wahlberg, 2016) we analyze the relation between
dependent variable and groups of explanatory variables described in the previous
chapters that can be provided as some function presented in equation 1.

Yije = FOXEXP X2 X 0), (1)
where:
Y;jc — Revenue in restaurant;j in city i in period t;
X! — Seasonality;
X? — City’s characteristics;
X f’ — Competitors’ characteristics;

X ]-4 — Restaurants’ characteristics.
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In this equation we define revenue of the j restaurant in i city at the t period of time.
Following researches presented in the first chapter, we have reasons to believe in a
linear relation between dependent and all independent variables except variables
responding for the city size (population, average wage, the number of places of
public catering).

For these variables we analyze relation in detail. We check several common types of
relationships between variables (linear, polynomial, and exponential) and choose
the significant one. As a result of model comparison by Akaike information criterion,
population and wage should be included in the model as a polynomial with the
second degree, while other variables should be included additively.

The last possible the model specification improvement is a considering of the
logarithmic model. It should be checked for two reasons. Firstly, all dependent
variables are non-negative what imposes a restriction on variables distribution.
Secondly, explained and explaining variables have different units. Using logarithmic
function eliminates the problem of scaling and units occurs in the linear model. We
compare of two specifications of model: linear and non-linear, where variables that
have integer units are included logarithmic. The second specification is the better as
it has Akaike criterion equals 6303, while in the first specification it is 7264.

Summarizing, we use the specification of the model, constructed on the following
rules:

. Dependent variable is a logarithm of monthly revenue;
. Independent variables noted above are included additively except
population and wage that included with their second degree;

. Independent variables that have integer range of variables are
logarithmical.

3.2 Machine Learning Algorithms

In this work we use four different methods of regression estimation: ordinary least
squares (OLS), elastic net model (ELNET), support vector regression (SVR) and
random forest regression (RF) as an example of an ensemble with regression trees.
We start with describing methods regarding the problem of a high number of
correlated independent variables.

First of all, we make revenue predictions using classical OLS model to compare its
results with others. In this model we minimize the sum of squared errors among n
observations by changing k beta-coefficients presented in equation 2.
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n
Z= Z(Yi - BTX;)? 2 min,
i=1

One possible way of eliminating the problem of a high degree of partial
multicollinearity in the least squares model is an elastic net regularization method
(Lee, 2011). It minimizes absolute and squared values of estimated coefficients
along with the sum of squared errors. The objective function is in equation 3.

n

k k
= D =BT+ 01 ) 1B+ ) (B = min,
' 1 j=1

i=1 j=

As a result of solving such optimization task, some dependent variables can be
excluded from the estimation process (when f; is close to zero). Therefore, the
model does not take into account additional information that excluded variables
contain. It brings us to the necessity of analyzing other methods.

SVR suggests another way of estimating coefficients in the model. Unlike least
squares methods, SVR avoids explicit specification of the regression equation
(Cristianini, 2000). SVR training process depends mostly on the kernel function that
defines the relation between response and predictor variables. Hence, it is crucial to
concentrate on the choice of a kernel function. We check following common kernel
functions: radial basis kernel "Gaussian", linear, and polynomial. Generally, type of
the kernel function can be chosen based on the type of relation between dependent
variables if it is known. We use 10-fold cross-validation to select the best kernel
function and calibrate its hyperparameters (regularization parameter C, tolerance
€) and degree for polynomial kernel function.

The last method we are talking about is a RF regression - an ensemble of regression
trees. Training of a tree is an iterative process where the input data is split by
predictor variables into small groups with different predicted value in each partition
group. Combination of such trees is an ensemble that allows reducing prediction
variance and improves out-of-sample prediction power. Another advantage of using
regression trees is the revelation of nonlinear relation between dependent and
independent variables that researchers does not expect to detect (Liu, 2014).

The quality of RF model mainly depends on the following parameters: the number
of trees in an ensemble and the number of predictor variables randomly sampled in
each split. The former should be large enough to reduce the variance of prediction,
raised as a result of correlated variables in input data. The last parameter responds
to the quality of the model. The higher the number of variables used, the better the
quality of the model and the higher probability of overfitting. We tune both
parameters using the out-of-bag estimation of the model. It is based on the sampling
of test observations and calculating prediction error for observations which were
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not used in the training process of the model. It is proved that out-of-bag error
estimations tend to leave-one-out cross-validation estimation what makes them a
reliable method for selecting parameters of RF (Breiman, 1996).

3.3 Heterogeneity Elimination

After selecting general methods we concentrate on overcoming the second problem
observed in our data - that is heterogeneity. Elimination of heterogeneity requires
the use of special methods. We use two common ways: weighting observations and
training model on subsamples through data partition (Athey, 2016). The first
method consists of giving weights to different observations in the process of model
training, while the second way assumes reducing objects in training dataset to the
most relevant objects.

Both approaches use implicitly a function that assigns to all objects in the dataset
(cities in our case) a value that reflects the proximity of named objects. We can
define this function as a distance function between two points in the space of objects
characteristics. Let us describe steps on implementation heterogeneity overcoming
methods for the task of calculating the out-of-sample error.

To create the model that makes a prediction of revenue for the restaurant in some
city (let us define it as test city), we should train the model on the remaining dataset
(observations related to training cities). After that we calculate distances from each
training city to the test city. In the case of weighting observations, the next step is
transforming distances into weights and estimating the model. Naturally, we give
bigger weight to an observation with lower distance to the test city as it is closer to
test observation. Therefore, it is possible to use the inverse function to transform
distance into weight. In this work we use inverse power function. The definition of
weight is in the equation 4.

Y —
w= (frmez) = e X

||Xt€St,rXi||

Now we turn to another case of training model on a subsample. We introduce the
rule that defines an interval of values of distance that indicates whether to include
the city in training dataset or not. We define bounds of the interval so that there are
75% of observations the most similar to the test city. The percent of observations
that will be included in the training dataset is chosen according to the size of the
overall dataset. That is to say, we include observations related to object i in training
dataset if ||Xiest, Xi|| < Qo5 where Qo5 is a 75% quantile of the

||Xtest,, X; ||distribution among all i.
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After that we define a space of characteristics and a distance function between
objects. As we can distinguish the most heterogeneous variables, a possible solution
is to consider all of them in distance function. We can construct overall distance as
a sum of distances in all dimensions only if dimensions are orthogonal. Otherwise,
distances in dimensions responding for correlated variables would be overfitted.
Mahalanobis distance function allows solving the problem, including values from
different dimensions with different weights (Neale, 2000). It measures the
difference between the object and the distribution of other objects in terms of
standard deviations. The vector of distances for training observations with
covariance matrix {2 is presented in equation 5.

”Xtest,’Xtrain” = \/(Xtest, - Xi)T-Q_l(Xtest, - Xtrain):

Mahalanobis distance is applicable to correlated values of variable. Hence
researcher can choose any combination of variables that make up a space of objects
characteristics. In this work we include three the most heterogeneous variables in
weighting function: population, average wage and the number of restaurants-
competitors in the city.

After describing two procedures of heterogeneity eliminating it is necessary to
discuss the compatibility of these procedures with 4 ML methods, starting with the
simplest OLS and ELNET methods. The addition of weighting function to them
modifies objective functions presented in equations 2 and 3 into the forms
presented in equations 6 and 7 respectively.

n
Z=) wit; = F7X)? - min,
i=1

n k k
Z=) willi=BTXD? + 20 ) ||+ 22 ) (B = min
i=1 j=1 j=1

where: w; = ”Xtest,; Xtmin”_y.

Implementation of estimation on subsamples for these methods is acceptable but
has a significant drawback. Subsampling reduces the size of the dataset. Strict
selecting of observations in training dataset may results in the poor model due to
insufficient information in selected data. At the same time, soft selection, can keep
training dataset unchanged and does not give any improvement in the model.

Turning to SVR model, the use of weighting there is not recommended. Algorithm of
SVR assumes estimation of the model, based on the training-data points nearest to
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the hyperplane. It means that the model is automatically trained on observations
closest to the "average" observation, while outliers are ignored. The most suitable
way to get SVR model, adapted to some test object, is estimating on a subsample,
where test object represents average observation. Such a model shows better
predictive power despite the small training sample size.

The problem of heterogeneity in RF regression is eliminated automatically due to
splitting input data into small groups. In this model quality of prediction mostly
depends on the number of training objects similar to test ones. If it is enough,
regression trees are able to divide observations into groups better than other
methods. However, in the lack of similar objects and observations, RF regression
often does not show good results due to low ability to extrapolate relations.

3.4 Comparison of Models

The next important step is choosing the technique for assessing the prediction
power of the models. We compare out-of-sample predictions due to overfitting
problem via the procedure of leave-one-out cross-validation. It allows considering
errors of predictions for atypical cities in the best way (Chang, 2005). Now we move
to describing the steps of leave-one-out cross validation in detail.

The main idea of the method is averaging the error of prediction among all available
objects through predicting new data that was not used in estimating. For this, we
choose one city as a test and exclude appropriate observations from the dataset.
After that, we calculate distances from other (training) cities to test city and weights
(for OLS and ELNET) or create a subsample (for OLS, ELNET and SVR). Finally, we
train the model and create a prediction for the test observations. After that we
repeat these steps for all cities in the dataset changing test city. As a result, we get a
vector of out-of-sample predictions for all cities in the dataset. Then we should
compare predictions with the actual values and decide if the model gives the best
results. In order to do this, we choose a measure of the model quality.

We use the mean absolute percentage error (MAPE) to compare the predictive
power of models. It reflects averaged absolute error value of the model and does not
have the property of underestimation the biggest errors like mean squared error or
other metrics using squared errors (Willmott, 2005). It is calculated according the
equation 8.

L gp— " m Ii1|nt")ﬁﬂ
MAPE=1 Zt=1|Yit_Yit|=lz 7_"1' (8)
m Yie me ’

Ti
Yie

i=1 t=1
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where: m -the number of objects in the dataset;
T; - the period of work for i restaurant

As we calculate errors for all objects, MAPE shows the average absolute error of the
model in percent of the average value of the dependent variable in our case. In other
words, MAPE is the ratio of average error of average month revenue prediction to
average month revenue. The more predictive power of the model has, the lower
MAPE is. It will be useful for further interpretation of the metric.

Empirical results

We turn to the results of our work in terms of comparison quality of revenue
prediction for restaurants. Out-of-sample prediction for a city assumes creating a
training model on the sample that does not contain any information about the city
for what we make a prediction for. Table 1 shows measures of accuracy (MAPE) for
out-of-sample prediction as an error percentage of mean overall monthly revenue.

Table 1 Prediction power of estimators

Mean (in rubles) SD (in rubles) MAPE
Veest 2643 306 1571221 =

Model for }AI

OLS 2367107 1476 862 38.2%
OLS on subsample 2332341 1622088 41.3%
OLS with weighting 2365270 1461773 36.6%
ELNET 2324616 1123046 34.5%
ELNET on subsample 2453 445 1518215 37.7%
ELNET with weighting 2296 467 1096 400 33.3%
SVR 2387787 127185 32.8%
SVR on subsample 2353508 1301179 33.4%
RF 2379 884 959 41 30.7%
Number of observations (n) 5889
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Number of objects (m) 184

Number of predictors (k) 43

The model estimated with the best least squared method gives the worst prediction
in comparison with other methods. The lowest MAPE is 33.29% there. The main
weakness of the method is inflexibility when only the model specification is
versatile. Nevertheless, there are some ways to improve the result, using special
techniques.

With the improvement model from OLS to ELNET, MAPE decreases from 38 to
34.5%. It proves the benefits of regularization methods usage in the case of the high
number of correlated variables. Modifying the least squares method with weighting
function (optimal value of parameter y is equal to 0.8) also improves the predictive
power of the model. It decreases the variability of predictions (SD falls) with error
level. Estimating model on a subsample does not improve any model. The possible
reason is in a small number of objects in the dataset when uncommon observations
give additional information rather than damage it. Similar conclusions are
associated with estimating SVR on a subsample. Overall, combining several methods
(elastic net method and weighting function) allows achieving the best quality of out-
of-sample prediction for the least squared method.

SVR and RF regressions regression outperforms results of other methods: MAPE is
32.8 and 30.7% respectively. The random forest method works better than other
models at the regression problem with heterogeneity by construction. RF does not
reveal averaged relations and does not extrapolate relations between variables to
uncommon values of these variables. That is the reason why it is useless for
predictions revenue in atypical cities. However, it is the best among the considered
method for predicting. That is to say, for our sample with 299 cities the RF
regression model has the best predictive power. It gives the prediction differs from
the actual value on 30.7% (up or down) of average monthly revenue in the city.

To sum up, we compare the predictive power of some models on the dataset with
heterogeneity problem and correlated variables. Results show that random forest
regression has properties to overcome both problems and has the lowest mean
absolute error. Moreover, we show the advantages of weighting observations in the
estimating process and possible drawbacks of estimating models on subsamples.

Conclusion
In this work we tried to describe the methodology of constructing a model with the
best predictive power to forecast revenue in the restaurant.
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Creation a model allows narrowing down a list of cities where it is possible to make
the choice of optimal restaurant location, to start a business and to save time and
resources. Researchers should be careful in using the results of the model as a
number of restrictions exist. There are some unobservable and hardly measured
differences between cities that model does not take into account, hence the
additional analysis of results by an expert is necessary. It is worth to note that the
model compares cities without using any information about locations inside the city.
Therefore, the model works under the assumption that inside each of cities the best
locations are equally profitable and again researcher have to check availability
profitable location inside the chosen city and if it is not available to go to the second
preferred by the model city and so on.

We described methods of heterogeneity elimination in the model: weighting
observations and data partition with the following estimation on subsamples.
Additionally, we suggested some ways of dealing with partial multicollinearity: an
elastic net method, support vector and random forest regressions.

We showed advantages of those methods under different assumptions and proved
some statements at the problem of revenue prediction. Generally, estimating the
model with an ensemble (for example, random forest, bagging or boosting) is the
most effective way to overcome heterogeneous features.

Basically, the work can be extended in two ways. First of all, it is possible to consider
other methods of solving data problems: for instance, principal component analysis
for reducing the number of correlated variables or more detailed analysis of
ensemble algorithms (bagging, boosting, etc.). The second way is to use a more
accurate approach to compare model prediction power. For each model we can
calculate the MAPE confidence interval using the bootstrapping method. Computing
such intervals allows comparing the predictive power of models with more
certainty.

The results of the work can be naturally extended to a wide range of similar
problems with a high number of correlated variables and heterogeneity among
observations. These problems often occur in fields of medicine, biology, sociology,
and economics. We suggest general methods that can be applied to each of these
problems.
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Appendix
Appendix 1
Descriptive statistics of key variables
VARIABLE TYPE OF MINIMU MAXIMU MEAN
VARIABLE M M

REVENUE (IN 2017 RUBLES) Continuous 95 9867720 266481

9
PROFITABILITY OF SALES Continuous -0.3 1.0 0.3
YEAR Factor 2015 2018 -
MONTH Factor 1 12 -
QUARTILE Factor 1 4 -
PART OF REVENUE FROM DELIVERY IN Continuous 0.0 1.0 0.6
TOTAL REVENUE
MONTHS AGO IT WAS OPENED Integer 1 86 59.0
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CURRENT MONTH OF WORK

POPULATION (IN PEOPLE)

AVERAGE WAGE (IN 2017 RUBLES)

AVERAGE CASHIER WAGE (IN 2017
RUBLES)

COMMERCIAL REAL ESTATE PRICE (IN
2017 RUBLES)

THE NUMBER OF COMMERCIAL REAL
ESTATE ADS

DUMMY IF THE CITY IN 2GIS

NUMBER OF OPENED FRANCHISED
RESTAURANTS IN THE CITY

NUMBER OF ALL OPENED PIZZERIAS

PROPORTION OF CHEAP PIZZERIAS
AMONG ALL PLACES IN THE CITY

PROPORTION OF EXPENSIVE PIZZERIAS
AMONG ALL PLACES IN THE CITY

PROPORTION OF CHEAP PIZZERIAS PER
100 THOUSAND PEOPLE AMONG ALL
PLACES IN THE CITY

PROPORTION OF EXPENSIVE PIZZERIAS
PER 100 THOUSAND PEOPLE AMONG ALL
PLACES IN THE CITY

Integer

Continuous

Continuous

Continuous

Continuous

Integer

Factor

Integer

Integer

Continuous

Continuous

Continuous

Continuous

5223

19800

11000

12500

0.00

0.00

0.00

0.00

87

12184015

91800

45000

90000

51

31

587

0.70

0.71

4.92

5.58

17.1

122565
1

39979

24844

24822

6.07

4.1

113.6

0.24

0.26

0.14

0.18
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SOLVING THE PROBLEM OF INEFFECTIVE SUBSIDIARY: THE IMPACT OF
INTRAORGANIZATIONAL NETWORKS
ELENA ARTYUKHOVA, ANTONINA MILEKHINA, VALENTINA KUSKOVA

Abstract

The problem of effective management of company subsidiaries has been on the
forefront of strategic management research since early mid-1980s. Recently, special
attention is being paid to the effect of headquarters - subsidiary conflicts on the
company performance, especially in relation to the subsidiaries’ resistance, both
active and passive, to following the directives of the headquarters. A large number
of theoretical approaches have been used to explain the existence of
intraorganizational conflicts. For example, Strutzenberger and Ambos (2013)
examined a variety of ways to conceptualize a subsidiary, from an individual up to a
network level. The network conceptualization, at present, is the only approach that
could allow explaining the dissimilarity of the subsidiaries’ responses to
headquarters’ directives, given the same or very similar distribution of financial and
other resources, administrative support from the head office to subsidiaries, and
levels of subsidiary integration. This is because social relationships between
different actors inside the organization, the strength of ties and the size of networks,
as well as other characteristics, could be the explanatory variables that researchers
have been looking for in their quest to resolve varying degrees of responsiveness of
subsidiaries, and - in fact - headquarters’ approaches - to working with
subsidiaries. The purpose of this study is to evaluate the variety of characteristics of
networks formed between actors in headquarters and subsidiaries, and their effects
on a variety of performance indicators of subsidiaries, as well as subsidiary-
headquarters conflicts. Data is being collected in two waves at a major Russian
company with over 200,000 employees and several subsidiaries throughout the
country.

Introduction

In today’s management studies, a lot of attention is devoted to the subsidiary
autonomy and its impact on the interaction with the headquarters of large
companies [1,2]. Beginning from the 1990s, it was on the forefront of strategic
management studies [3,4], and the wide variety of studies have examined the
questions of conflict between parts of organization (e.g., [5]), and more importantly,
the refusal of the subsidiaries to comply with headquarters’ requests [5].

The importance of this topic cannot be underestimated, as subsidiary performance
has been shown to have an impact on the overall company’s strategic development
[6,7], and the subsidiary autonomy especially was shown as one of the most
important factors affecting that performance. In turn, there are a number of factors,
shown to have an impact on the subsidiary autonomy: access to resources and long-
term commitments [8], level of headquarters’ formalization and related control
mechanisms [8,9], level of innovativeness, and subsidiary size. While multiple
factors of the relationship between subsidiary autonomy and overall company
performance were examined, most studies examined the effects of tangible
|
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attributes, such as finances (e.g., profitability [10], level of competition [11], etc.),
very little is known about the impact of individual employees and their relationships
on subsidiary effectiveness. Some studies have shown that an important factor in
the subsidiary-headquarters relationship is the social networks built between the
main office and its branches [12], but at this point, the exact mechanisms of
subsidiary performance that individual relationships affect, remain unclear.

Especially interesting is the idea that social networks built within a subsidiary may
help or harm its relationship with headquarters. Several studies have looked at the
role of social capital in subsidiary-headquarters conflict (e.g., [3,5]). Other studies
looked at the relationship between social networks and knowledge transfer [13].
Yet another group of studies have examined the role of human resource
management practices [7]. To the best of our knowledge, however, previous studies
have not looked at the employee perceptions of relationships with headquarters,
formed within social networks, and how these perceptions affect the headquarters-
subsidiary relationships. Understanding the roots of conflict - where they start on
personal relationship level - can help the management build more effective
professional networks, and as a result, more effective companies.

This paper reports on a study designed to fill an important gap in our understanding
of the relationship between organizational social structure subsidiary headquarters
relationship. The study was conducted in a large energy distribution company in
Russia and all of its subsidiaries throughout the country. Employees provided data
on their communication networks and important organizational and job
characteristics, previously shown to be related to perception of conflict and justice.
This is the first study of several, designed to address the important gaps in
understanding listed above.

Headquarters-Subsidiary Relationship: Theoretical Considerations

According to the broad body of literature on the relationship between company
divisions, headquarters (HQ) play a number of important roles, identified by
Ghoshal and Bartlett [4]: implemementor, black hole, contributor, and strategic
leader. These roles are developed based on the dependence of the subsidiary on its
environment and access to resources. While this approach is well-established and
researched, it leaves very little in terms of the understanding of how the HQ and the
subsidiaries formulate their unique relationships.

Another approach describes the closeness of the relationship between HQ and
subsidiaries: the more they are dependent on each other, the more of an advantage
the company has in the uncertain industry environment. HQ are responsible for
creating a unified vision of the company’s goals and objectives among its
subsidiaries and establish a system of organizational learning [14]. The
correspondence between HQ and subsidiaries is established on both the formal and
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the informal levels. On the formal level, it’s the collection of company’s rules and
procedures; on the informal - trust, personal development, and other intangible
human relations constructs that establish the unique organizational culture.
Kostova and Roth [14] also establish each subsidiary as a unique network, where
there are certain people, called boundary spanners, who act as bridges between
headquarters and subsidiaries. At first they form their individual social capital,
which later, through the mechanisms of knowledge transfer, turn into public social
capital [14]. This shared vision of the company’s goals and objectives allows to
increase the level of personal motivation and the resulting company performance.

The “headquarters-subsidiary relations” were also examined from the standpoint of
the agency theory [15], where the HQ is the principal and the subsidiary is the agent.
This theory is mostly concerned with assymetry of information, where formal rules
may create lack of proper communication, and lack of control can generate moral
hazard. Several methods are recommended as measures of control from the HQ,
taking into account both the formal and the informal relationships between
company parts. However, this theory completely ignores the personal relations
between managers and employees and the role of social capital.

A large body of literature is devoted to another approach to the HQ subsidiary
relationship, explained by role theory [16]. From this approach, every part of the
organization has people who disseminate information in the network. Also, there
are network brokers, who coordinate the actions of others in the network; then -
innovation sponsors, who generate and distribute new ideas, network structuring
agents and many others. This theory makes it possible to explain why and how the
organizational network can be managed, and the HQ can use the knowledge
generated by testing this theory in order to manage the subsidiary more effectively.

Social networks play an important role in understanding the structure of social
exchange [17]. For example, Burt [18] looked at competitive advantage that is
created by social capital, and both the positive effects of such capital and negative
effects (in case of gossip). In the relationship between headquarters and
subsidiaries, the impact of individual networks has not been thoroughly
investigated. According to Harzing and Feely [19] only a handful of studies have
examined various network-related communication barriers, information
distribution problems, and corporate culture differences. However, the impact of
networks between individual employees of different organizational units on the
organizational effectiveness remains largely unknown. Therefore, this analysis is
largely exploratory, designed to look at the relationship between individuals’
network characteristics and various measures of organizational outcomes.

Method and Analysis

Sample: For our research sample was gathered within a Russian electricity
supplying firm with 8 regional departments and 41 subsidiaries. Unique feature of
the firm is its geographic spread within Russia. The company operates only within
one country which minimizes the cultural difference of people in subsidiaries.
However its geographical spread is very large due to the fact that company is
|
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represented in 74 regions of Russian Federation. Such geographical spread is typical
of multinational companies (MNC).

Respondents were key employees of manager level and above in subsidiaries. We
resulted with 201 usable responds. 104 of respondents were female, average age of
37.3 years. Data collection was not anonymous, but respondents were assured of
full confidentiality of data. Questionnaire consisted of 3 parts: sociodemographic (or
introductory) part, network information part and survey on perception of
headquarter by subsidiary employees. In network part respondents were asked to
indicate employees of the firm with whom they have a connection. They were also
asked to indicate type (friendship, professional, support and boss-subordinate) and
strength (on scale from 1 to 7) of connection. In order to induce the respondents to
mention not only coworkers from the same subsidiary, but also from headquarters
general questions on working with headquarters were asked in introductory part.
As third part of questionnaire we used survey on perception of headquarters based
on approach suggested by Roth and Nigh [3]. The survey was conducted in Russian
language.

Dependent Variables: Questionnaire covered a large number of constructs related
to perception of conflict between headquarters and subsidiaries by employees.
Basing on the answers of respondents in the second wave, we include in our model
5 constructs: Perception of rules, Manager interactions, Noncontingent reward and
punishment, Feedback and Feedback speed.

Perception of Rules. This concept reflects the subsidiary employees’ perception of
independence level of their actions. The more rules are induced by headquarters the
less independent employee feel. This may also lead to the perception of the firm
structure as bureaucratic.

Manager Interactions. This construct measures the perception of managers’
interconnection within the whole firm. The more interconnection leads to higher
level of successful collaboration.

Non-Contingent Reward and Punishment. This construct reflects the subsidiary
employees’ perception of fair treatment by headquarters. The more reward or
punishment is connected to actual effort, the higher is perception of fair treatment.

Feedback Quality. This construct reflects the perception of receiving appropriate
feedback from headquarters. Receiving appropriate feedback leads to behaviour
correction and performance improvement [20].

Feedback Speed. This construct is also related to feedback as previous one, but it
reflects different aspect of feedback, namely timeliness of feedback.
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Independent Variables: We use as independent variables characteristics of the
communication networks, formed in the first wave. Networks characteristics were
calculated for each respondent on both four types of relationship and whole
network. Five characteristics included into final model are described below.

Krackhardt-Stern E-I Indices for Network of Friendship and for Network of Support
Relationship. Krackhardt-Stern E-I Ratio is a measure of homophily [21]. [t measures
relationship between external and internal ties. In our research we regard a person
from the same region as respondent as internal tie (within-group) and a person
from different region as external tie (between-group).

Strength of Ties for Network of Boss-Subordinate Relationship. It measures the
weighted degree of nodes in boss-subordinate relationship. Tie weights were
measured on 7-point scale of Likert-type.

Closeness to High-Ranked Nodes in Network of Friendship. Closeness centrality was
developed by Bavelas [22]. Closeness centrality is a measure of shortest paths
between the node and all other nodes in a graph.

Number of Ties (Degree) in Network of Support. Degree is number of ties a person
has.

As well we include in the model constructs, which reflect behavior of respondents
in the first wave: Perception of rules, Manager interactions, Noncontingent reward
and punishment, Feedback and Feedback speed.

Analysis

All data were analyzed using structural equation modeling (SEM) in Lisrel 8.8 and
network structure was analyzed using R. Network characteristics were then used as
inputs into theime-series structural model. The resulting general estimation
procedure for the structural model followed the standard SEM algorithm [23].

Preliminary results

When we have only the data from the first wave, we have conducted one-period
analysis. The results obtained were:

- Having established rules and understandable practices have a good influence
on perception of headquarters and its’ practices by subsidiaries.

- Having a big and diverse network of friends and support may influence
negatively the perception of headquarters and its’ practices.

But this model explores the relationship at only one time period. Now we use time
series approach to obtain more generalized results.
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Abstract:

Tax audit is a measure to ensure that taxpayers have complied with tax laws. Tax
auditors are now almost certainly dealing with electronic data, whose size is getting
bigger and the format becomes very diverse and complex. Consequently the tax
auditor must have reliable tools to deal with such situation. This paper, using the tax
audit setting in Indonesia, seeks to present a proof-of-concept (PoC) that explores
various possibilities for using Power Bl as a tax audit data analytics tools. This study,
by limiting its scope to descriptive and predictive analytics, found that Power BI
could be used to conduct tax audit data analytics for several areas, including: (1)
collecting and transforming data from various formats and sources with relatively
large sizes; (2) saving applied-steps related with data transformation as well as
audit test to be re-deployed on different audit tasks and at the same time this also
establishing the audit logs; (3) performing analysis in the form of data matching to
find audit findings that require further confirmation from tax auditors with
taxpayers.

Keywords: analytics, descriptive, data integrity, predictive, tax audit
Introduction

In a self assessment tax system, as used in Indonesia in the case of this study, tax
audit is a measure to examine the taxpayer compliance. Tax audit in Indonesian tax
administration, referring to Law Number 6/1983 (hereinafter "Law of KUP"), is
defined as a series of activities to collect and process data, information, and/or
evidence carried out objectively and professionally based on an inspection standard
to examine compliance of tax obligations and/or for other purposes in order to
implement the provisions of tax laws and regulations. The most important thing
should be pointed out from such definition relevant to this paper’s theme is that tax
audit aim to collect evidence. If the term evidence is explored furthermore, in the
present time evidence related with a tax audit most likely involves electronic data.
In Indonesia, electronic data has been recognized as evidence the current tax
administration system as stipulated in Article 28 Law of KUP. On a broader scope
there has also been Law 11/2008 concerning Electronic Information and
Transaction which regulates the existence of electronic data as evidence can be used
in court or litigation procedure.
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The issue that arises later is how the tax authorities, or more specifically the tax
auditors, deal with audit evidence in the form of electronic data. The results of a
study conducted by EY (2016) show that most tax authorities have transformed
their business processes towards use of electronic data as well as digitalization for
most of tax documentation. For the situation in Indonesia, the Minister of Finance as
mandated by the Law of KUP has issued the tax audit standard as part of the overall
tax administration legal framework. Minister of Finance Regulation Number
17/PMK.03/2013 concerning Tax Audit Guidelines (hereinafter PMK-17) which
some parts of it specify tax audit standards. PMK-17 stipulates that in an audit
fieldwork the tax auditors are authorized to obtain electronic data from the taxpayer
being audited. Furthermore, for operational purposes, the Director General of Taxes
as the tax authority in Indonesia has issued a Director General of Tax Circular
Number: SE-25 / PJ / 2013 concerning e-Audit Guidelines (hereinafter SE-25) which
regulates how tax auditors obtain and process electronic data to be processed and
analyzed to become a tax audit report. SE-25 does not explicitly specify what audit
software should be used to process electronic data. This circumstance can be
interpreted that the selection of audit tools (i.e. software), by referring to current
audit standards, should be decided by the tax auditors themselves based on their
professional judgement.

An audit involving financial statements as one of the audit evidence, at all levels and
sizes of the audited entity, is now almost certainly in an environment that uses
electronic data (AICPA 2017). Included in this scope is a tax audit. In line with that
condition, there is an emerging field related to electronic data as audit evidence
processing tools and techniques, which is called audit data analytics (Tschakert et
al. 2016; FRC 2017). This term then defined as a body of knowledge developed to
identify, extract, and recognize patterns or find various anomalies from a group of
data so as to provide insights related to all audit activities/stages through various
techniques such as analysis, modelling, and visualization (ISACA 2011; FRC 2017;
AICPA 2017; Power et al. 2018; Richardson et al. 2019). One area that can take
advantage of the development of audits data analytics is a tax audit (Richardson et
al. 2019, Pijnenburg et al. 2017, Microsoft and PwC 2018). The tax term in this
context covers both the taxpayer's side as well as the tax authority. Deloitte (2016)
expounds that tax data analytics is a combination of tax technical knowledge,
technology, and data in very large sizes to present a deep understanding related to
tax management. The use of audit data analytics principles in this tax
audit/examination/supervision then referred in this paper as tax audit data
analytics.

In connection with the implementation of this audit data analytics, the issues related
to it are computational environments such as what can support this activity. There
are several software that have been developed natively for the purpose of audit data
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analytics, for example: IDEA, ACL, Arbutus or more general data analytics tools such

as Hadoop, SAS, R, Python, Alteryx which are applied as audit data analytics (KPMG
2015; OECD 2016:12; De Bonhom et al. 2018; Richardson et al. 2019:208-231). On
the other hand, in the authors’s view, there is also a business analytics tool that can
be considered as a tax audit for data analytics, namely Power BI Desktop
(hereinafter “Power BI”).

An interesting point to explore further from the situation as described above is the
detailed technical steps of using Power Bl as a tool for tax audit data analytics. For
this purpose, this paper will deploy proof-of-concept approach, to explore
opportunities in the use Power Bl as tax data audit analytics tool. Microsoft as owner
of this product claims that Power Bl is a business analytics tools to enable a fast
decision making that supported by adequate information!. Power Bl is available in
two versions, namely desktop and subscription-based. This article will use the
desktop version. Power BI is an application that can be obtained freely from the
Microsoft website which functions to retrieve, transform, process, model and
visualize data from various types of data sources and formats=.

The next part of this paper will organized as follows. Section two explores the
concept of tax audit data analytics and some related literature in this field. Section
three will give a brief explanation about Power BI. Section four describes the “proof-
of-concept” as method ology of this study. Section five presents discussion and
findings. Section six contains conclusions and recommendation on the further
development of data analytics in tax audit.

Tax audit data analytics

Power et al. (2018) explains that "analytics" is different from "analysis". The suffix
"-ics" in "analytics" means as a body of knowledge while "analysis" means an
activity. Meanwhile Davenport and Harris (2007) define "analytics" with the
"extensive use of data, quantitative analysis, explanatory and predictive models, and
fact-based management to drive decisions and actions". The use of the term "data"
indicates the emphasis that this activity involves data. The use of data in analytics is
mainly also associated with the term big data analytics as an area of analytics that
handles large-scale data with various formats. Sometimes the term "data" is
replaced or added to the area related to the implementation of analytics itself so that
it appears for example the terms marketing analytics, business data analytics,
forensic analytics, and so on. There are studies concluded that this analytics is
actually a further development of what is previously popular with business

! Business intelligence like never before, https://powerbi.microsoft.com/en-us/

2 What is Power BI Desktop?, https://docs.microsoft.com/id-id/power-bi/desktop-what-is-desktop
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intelligence with several improvements, especially those related to the technology

side and the relationship between users from the business area side with ICT

specialists in an organization (Kromer and Yu 2008; White and Imhoff 2010;
Scherbak 2019).

There are several studies that mention levels in analytics. This level indicates the
complexity of the objectives of the data analytics itself. Tschakert et al. (2016)
distinguishes this term into three, namely as descriptive ("what is"), predictive
("what will be"), and prescriptive ("what should we do?"). Meanwhile, Richardson
etal. (2019) propound four types of analytics, they are:

(1) descriptive: summarizes activity or masters data based on certain
attributes;

(2) diagnostic: detects correlations and patterns of interest;

(3) predictive: identifies common attributes or patterns that may be used to
identify similar activity;

(4) prescriptive: recommends action based on previously observed actions.

Using a somewhat different perspective, Scherbak (2019) places more emphasis on
what will be revealed from the data analytics performed, by dividing it into three
types, namely: know the known, know the unknows, and unknown the unknowns.
KPMG (2015) explicates that data analytics related with some tasks to (1) finding
patterns and associations between data from a group of data; (2) identification of
inappropriate or suspicious data; (3) a combination of data from various types of
sources to obtain patterns and relationships between the data so as to obtain an
understanding that can support the decision.

Analytics then also influences the overall audit discipline, including financial audits,
internal audits, compliance audits or tax audits (AICPA 2017; EY 2017; De Bonhom
et al. 2018). This then raises the term audit analytics or auditing data analytics.
These two terms are sometimes exchanged. Data analytics audit is a further
development of the implementation of computer assisted tools and techniques
(AICPA 2017; FRC 2017). A study conducted by FRC (2017) that embraced some
public accounting firms in the UK as respondents found that audit data analytics
were used to:

(1) analysing of all transactions for stratification and outliers which require further
testing;

(2) retesting calculations relating to financial statements;
(= s
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(3) testing the separation of duties;
(4) comparing internal data with external data;
(5) testing the impact due to differences in assumptions.

AICPA (2017) argues that data analytics auditing is a data analysis method that is
used to perform risk assessment, substantive procedures, or concluding audit
procedures. Audit data analytics are needed to improve audit quality due to major
changes in the business environment related to the use of extensive information
technology, the presence of big data and availability of analytics tools.

By using the audit data analytics framework as explained above, tax audit data
analytics basically is the application such framework into a tax audit engagement.
Tax analytics, tax data analytics or tax audit analytics are terms that are exchanged
for use either from the taxpayer side as well as the tax authority. This term
illustrates how the development of this analytical framework can be applied from
these two perspectives. KPMG (2017) proposes a framework that enables business
entity as taxpayer to gain a clear and in-depth understanding of their tax footprint
on a global scale. Tax data analytics are expected to identify anomalies and
anticipate various tax consequences as part of business decisions. The main task of
the tax management function in the business entity is the fulfillment of tax
compliance. As part of this area, tax planning is often found as an effort to minimize
the tax burden while taking into account the applicable legal provisions. The same
thing is conveyed by Deloitte (2016) who affirms that tax data analytics provides
some opportunities for taxpayers to understand key drivers and risks related to the
taxation aspects of the business entity or even to help tax legal rules interpretation.

Thought that spell out how data analytics should be used by tax authorities are also
expressed by Microsoft and PwC (2018) which argues that data analytics have been
used either in descriptive or diagnostic way in purpose to provide dashboard or
reporting, but not many have used it for predictive or prescriptive purposes.
Meanwhile EY (2016) explained that the tax authority can use data analytics on a
broader scale because of the amount and availability of data for supervision of
compliance or audits because various required reports are in the form of electronic
data. A study by OECD (2016) mentions tax authority deploys predictive or
prescriptive analytics for various tax administration areas, among others are: audit
case selection. In line with this, Pijnenburg et al. (2017) explicates that tax
authorities may use data analytics, for examination of formal matters like whether
tax payments made by taxpayers are in accordance with tax provisions.
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Power bi desktop: a brief description3

Principally, Power Bl is a software installed on personal computers to read various
types of data from various data formats as well as sources like text files, spreadsheet
file, XML files, database servers, online services, and then transforms such data into
a particular model and then presents it as business intelligence equipped with
visualization such as graph or chart. In general, the work of Power Bl as an analytics
device are

(1) connect to data;
(2) transform and load to a data model;

(3) analysis and reporting using a built-in function or user-defined function
including data visualization support

The use of Power BI can be collaborated with the use of MS-Excel. This needs to be
emphasized because in certain situations, MS-Excel can also be used as an audit tool
but with some limitations (see for example see Darono and Ardianto 2016). But still
it must also be noted that for certain jobs such as making confirmation letters or
preparing audit reports, auditors will still need MS-Excel (Darono 2010). Table 1
presents the difference between capabilities between MS-Excel compared to those
supported by with Power BI. Users can make their own choices, whether using
spreadsheet software like MS-Excel as well as native audit software such as: ACL,
IDEA or Arbutus, or using Power Bl instead. The important differences in features
for choosing when users should use Excel native or with the help of Power Bl can be
seen in Table 1. Two important features provided by Power BI that can be used by
auditors to support the work of data analytics that they do are M language and DAX.
M language is a part of Power BI that functions to filter and combine, that is, to
"mash-up" data to build a data model (Webb 2014; Microsoft 2016) . Whereas DAX
is a collection of functions, operators, and constants that can be used in a formula,
or expression, to calculate and return one or more values. Stated more simply, DAX
helps you create new information from data already in your model*.

Table 1. Microsoft Excel and Power BI: some relevan features as audit data
analytics tool

Features MS-Excel 2016 Power BI Desktop

3 adapted from https://docs.microsoft.com/id-id/power-bi/desktop-what-is-desktop

4 https://docs.microsoft.com/en-us/power-bi/desktop-quickstart-learn-dax-basics
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Data size

Data type

Data source

Data
manipulation

) sort &
filter

o  query

. data
entry

Data
processing

Data integrity

Scripting
language

Applied steps

1.048.576 rows by 16.384
columns

Fixed-width, delimited, XML

Text file (delimited or fixed-
width), database

yes

somewhat

yes

cell-based

read, write

Visual Basic for Applications
(VBA)

using macro or VBA scripting

using Data Model, depends on
RAM provided

Fixed-width, delimited,
structured report

Text file (delimited or fixed-
width), database, web-query,
open data, social media platform

yes

yes, with various advanced
feature

yes

table-based

read-only

M-language and DAX

built-in (native in M-language)
and can be treated as “audit log”
as well

source: authors’ analysis, adapted from specification provided by KPMG (2015)

Based on the specifications described above, the authors argue that Power Bl can be

promoted as a tax audit of data analytics because:
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(1) the ability to read various types of data either in a native way or by using M-
language or DAX scripts (Data Analysis Expressions);

(2) there is an “Applied-Steps” feature which by default will be formed to store each
command so as to facilitate the reuse of the command and on the other hand it can
also be used as an “audit-log”;

(3) availability of Data Models that can handle very large amounts of data.
Proof of concepts: our approach

The study used a proof-of-concept approach. In authors’ view, this approach was
chosen because it provides an opportunity to explore various Power Bl features that
are relevant for the work of tax audit data analytics. Proof of Concept (or PoC) is an
exercise to test an idea about a product design. The purpose of a PoC is to show that
a function of such tested-products has been working properly and at the same time
result form this PoC may be used as a verification of a theory or proposition. PoC
places more emphasis on what features will be developed. This is slightly different
from “prototyping” which emphasizes more on how the product will be made (Davis
2003; Ferdiana et al. 2010; Singaram dan Jain 2018). PoC applied in this study is to
adapt various series of data analytics audit procedures which have been developed
by AICPA (2017) and Richardson et al. (2019).

PoC is implemented using simulation data of general ledger from dummy company
XYZ Corp. The dataset used is a one-year general ledger tax in the format of a fixed-
width text file or print-out file. In summary the procedure that will be carried out on
tax audit data analytics will show how Power BI can do data analytics so that it can
assist the tax auditor and can efficiently obtain audit findings from the data obtained
from the taxpayer. Audit data analytics in this PoC only covers descriptive and
predictive, not prescriptive analytics.

Discussion: the proof of concepts and findings

This section will explain the implementation of the PoC tax data analytics using
Power BI. The data analysis procedure performed is as follows:

(1)  identify taxpayer’s data structure
(2)  Power Bl initial setup

(3)  extract, transform and load data
(4) validating for data completeness

(5) performing tax audit data analytics
|

PPROCEEDINGS AMEC2019 160



PROCEEDINGS AMEC 2019

1.1.Identify data structure

The step aims to understand the data structure provided by the taxpayer to the tax
inspector. As explained before, this case uses XYZ, Corp. Itis fictitious taxpayer data
in the form of: (1) general ledger in one tax year covering all transactions; (2)
financial statement mapping; (3) list of keywords.General Ledger data is given in the
format of a report text file whilst financial statement mapping and list of keywords
came in XLSX format.

1.1.1. Identify data structure: General ledger

General Ledger data XYZ Corp with text format consisting of 12 files from January to
December 2016 as shown in figure 1.

Name - Date modified Type Size

t_‘ 01 January.txt 26/05/2019 12.17 Text Document 79 KB
(402 February.txt 26/05/2019 12.20 Text Document 95 KB
(4 03 March.txt 26/05/2019 12.21 Text Document 106 KB
t_‘ 04 April.txt 26/05/2019 12.21 Text Document 171 KB
4 o5 May.txt 26/05/2019 1228 Text Document 150 KB
(4 06 Junetxt 26/05/2019 12.21 Text Document 133 KB
4 o7 July.txt 26/05/2019 12.21 Text Document 136 KB
(4 o8 August.txt 26/05/2019 12.22 Text Document 104 KB
\_‘ 09 September.txt 26/05/2019 12.22 Text Document 86 KB
(4 10 October.txt 26/05/2019 12.22 Text Document 93 KB
(4 11 November.txt 26/05/2019 12.22 Text Document 82 KB
(4 12 December.txt 26/05/2019 1222 Text Document 93 KB

Figure 1 Taxpayer's general ledger file in report text format

In the next steps, we have to specify the regional format and Header-Details of the
General Legder data. Regional format is used to determine column formats that
contain dates as well as columns that contain numbers in regard with format that
used in a specific country. In general there are three types of region formats that are
often found in Indonesia, namely Indonesia, English Unites States and English
United Kingdom. Comparison of the three types of regional formats can be seen in
the table 2.
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Table 2 Data format comparation

Region Date Format Number Format
Indonesia | DD/MM/YYYY 1.000.000,00
English (United States) | MM/DD/YYYY 1,000,000.00
English (United Kingdom) | DD/MM/YYYY 1,000,000.00

Whereas the work for determining Headers-Details aims to distinguish which lines
contain headers and which lines contain detailed transactions from a data so that it
can contain a table that is ready to be processed. To determine both of these, let's
open one of the files, for example "01 January.txt" and the results of the
determination are like in figure 2.

XYZ Corp Report Name: GENERAL LEDGER v
ADDRESS : BEBEK JAYA NO 10 Period: ©1-01- - 31-01-2016 |
JAKARTA | HEADER

J Jmon]
|Account Journal Line Journal No Posting Date Reference No Description Amount
10.1.01.001 1 PTC.0116.01.0001 09/01/2016 ©01/CPR/01/16  Toll, parking & gasoline -833.000,00
10.1.01.001 2 PTC.0116.01.0002 09/01/2016 002/CPR/01/16 By parking motor bulanan -25.000,00
10.1.01.001 3 PTC.0116.01.0003 09/01/2016 ©003/CPR/01/16 beli alat u/ packing -190.000,00!
10.1.01.001 4 PTC.0116.01.0004 ©04/CPR/01/16 By las u/ mobil pick upm
10.1.01.001 5 PTC.0116.01.0005 09/01/2016 %CPR/QI/lS Gasoline & TIki -28
10.1.01.001 6 PTC.0116.01.0006 09/01/2016 @U64CPR/01/16  GASOLINE & TOU/‘lﬁa:Z;QOO
10.1.01.001 7 PTC.0116.01.0007 09/01/2016 01REGIO.\' FORMAT : INDONESIA JPARKING & BY KULI -261]
10.1.01.001 8 PTC.0116.01.0008 09/01/2016 o X 50 PCS -300.000,00!
10.1.01.001 9 PTC.0116.01.0009 09/01/2016 009/CPR/01/16 BELI PAKU 2 KG (4CM X 5CM) -50.000,00!
10.1.01.001 10 PTC.0116.01.0010 09/01/2016 ©10/CPR/01/16  VIT & PARKING -23.500,00!
10.1.01.001 11 PTC.0116.01.0011 09/01/2016 ©11/CPR/@1/16  GASOLINE & PARKING -16.000,00!
10.1.01.001 12 PTC.0116.01.0012 09/01/2016 @12/CPR/01/16 BY ABODEMEN U/ PARKIR MTOR BLNAN -225
10.1.01.001 13 PTC.0116.01.0013 09/01/2016 @13/CPR/01/16 KRM INV KE MAHKOTA -4.000,00"
10.1.01.001 14 PTC.0116.01.0014 09/01/2016 ©14/CPR/@1/16  STATIONARY U/ SPAREPART ROOM -42.400,00
10.1.01.001 15 PTC.9116.01.0015 09/01/2016 ©15/CPR/01/16  TIKI -218.500,00!

Figure 2 Determine which lines are either headers or details

From the Figure 2 itis known that in the General Ledger data there is no information
about account name. Account name information can be found in the Financial
Statement Mapping data. For this purpose, we will combine those two data into
single table on the General Ledger.

1.1.2. Identify data structure: Mapping Financial Statement
|
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Mapping Financial Statement data consists of Chart of Account data that has been
classified into accounts as spesified in the audit report. This data is already in the
form of XLSX format therefore this data already in the form to be further processed.
This data is very important to obtained because we need an Account Name that is
not available on General Ledger.

Account B Account Name E] Mapping B Indeks E
10.1.01.001 PETTY CASH Cash and Bank 1
10.1.01.002 CASH ADVANCED Cash and Bank 1
10.1.01.003 CASH USD Cash and Bank 1
10.1.01.004 CASH BATH Cash and Bank 1
10.1.02.001 DANAMON CURRENT Cash and Bank 1
10.1.02.003 ABN AMRO Cash and Bank 1
10.1.02.004 CITI BANK IDR6 Cash and Bank 1
10.1.02.005 CITI BANK IDR14 Cash and Bank 1
10.1.02.006 CITI BANK USD502 Cash and Bank 1
10.1.02.007 CITI BANK USD529 Cash and Bank 1
10.1.03.001 DEPOSIT USD Deposit 2
10.1.03.002 DEPOSIT IDR Deposit 2
10.1.04.001 ACCOUNT RECEIVABLE Account Receivable 3
10.1.05.001 INVENTORY REFRIGERATOR Inventory 4

Figure 3 Maping Financial Statement data
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1.1.3. Identify data structure: Keywords

This Keywords file contains data about some words that in turn could be used to
determine whether every single record of data has its tax consequence or not.
Suppose that in the description column there are words that contain word “sales”,
then this line of transaction should be considered as a tax Value Added Taxes-
payable that must be withheld by the XYZ Corp. The Keywords table available in this
case, contains the words collected by the authors based on thir audit experience that
are often used by various companies in Indonesia. Keywords will be deployed in
term of performing prescriptive analytics using sentiment analysis techniques. This
data is already in the Excel format, no need any data format adjustments.

Words | v | Taxld v
SALES Value Added Tax (VAT)
JUAL Value Added Tax (VAT)
ACCRUED TAXES VAT Value Added Tax (VAT)
WELFARE Non Deductible
SCHOOL Non Deductible
UNIFORM Non Deductible
COMMUNITY Non Deductible
POLICE Non Deductible
WATCHMAN Non Deductible
ENTERTAIN Non Deductible
DONATION Non Deductible
BENEFIT Non Deductible
FOOD Non Deductible

Figure 4 List of keywords as taxing parameter of each of General Ledger data

1.2.Power BI Desktop initial setup

Before extracting data, first we set up the Power Bl Desktop related to Regional
Settings, Autodetect and Autodetect Relationship. This is because every time you
open a new Power BI Desktop, the initial settings will follow the default of Power BI
Desktop. The setting step are:

a. Open Power BI Desktop = File = Options and settings = Options
b. Regional Settings - select Indonesia

c. Data Load - Uncheck the Type Detection option and Autodetect Relationship
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Those steps are done to avoid Power Bl automatically validate data types and create
relationships due to this step will be done manually

1.3.Extract, Transform and Load Data

After we identify the data structure received from the taxpayer and make initial
arrangements for Power BI, we will then process Extract, Transform and Load (ETL)
from General Ledger, Mapping Financial Statements and Keywords to Power BI.

1.3.1.Data Extraction and Transformation: General Ledger

The extraction steps and transform the General Ledger file are as follows:

a. Click Home = Get Data - More - Folder - Connect = Browse to
the General Ledger Folder - Ok

b. In the Overview window select Combine & Edit

C. In the Combine File window, the Power Query Editor will read one

sample data and find out that the delimiter used is a tab. In order to avoid errors in
determining the data type in each column for the Data Type Detection option we
should select "Do not detect data types", then click Ok.

d. To check whether all General Ledger data combined by Power Query
can be done by looking at the filter column in the Source Name column

B -
I = sourcetome ][5 Son pccencing
A )
2] Sort Ascending Click here Z| Sort Descending
Z| Sort Descending 1

h 4

% Remove Empty

R Ei
emove Empty Text Filters

I ¥ (Select All)

Text Filters

¥ (Select All)
¥ 01 Januari.txt
¥ 02 Februari.txt

I, List may be incomplete. e

OK Cancel

¥ 01 Januari.txt

¥ 02 Februari.txt
¥ 03 Maret.txt

¥ 04 April.txt

¥ 05 Mei.txt

¥ 06 Juni.txt

™ 07 Julibxt

¥ 08 Agustus.txt
¥ 09 September.txt
¥ 10 Oktober.txt
¥ 11 November.txt
¥ 12 Desember.txt

[ox ]

Cancel

Figure 5 Result of combining 12 files of general legder data
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Based on the Figure 5, shows that the all general ledger data has been combined by
Power Query Editor.

e. Next change the name of the header by clicking 2x on each of the
following: Column1 = Account, Column2 - Journal Line, Column3 - Journal No,
Column4 - Posting Date, Column5 - Reference No, Column6 = Description and
Column7 - Amount.

f. Then do the filtration with the aim to only display the detailed
transaction data in the Posting Date column by selecting Click filter = Text Filters
—>Ends With 2>type “2016”-> Ok

g. When analyzing using the Amount column addition, it will produce a
negative value for accounts with a negative normal balance, such as; Sales. To
overcome this, then we first validate the Amount column data type to be decimal
number (1.2) then create a new column with Absolute (Net) by clicking Add Column
—> Custom Column -> Fill in the Parameters as shown in figure 6

M | | = | Untitled - Power Quegy Editor Click here
Home TransfoneAdd Column View -

E [[ : [z Conditional Column 1.2 | Decimal Number
i $  Fixed decimal number
Colu

. Index Column ~

Custom Injvoke Custom
Examplesq Column | Function C[jDuplicate Column 123 Whole Number

General

% Percentage

Custom Column

Add a column that is computed from the other columns.

New column name
Amount (ABS)
Custom column formula: Available columns:

JouTTIET CINE
=Number.Abs ([Amount]) Journal No A

Posting Date
Reference No
Description
Debit
‘., Credit
# Amount

‘.,.
-
‘e
‘.
‘e
‘.
‘.
“a
7
.
.
e
e
e
N,
.

<< Insert

Learn about Power Bl Desktop formulas

+/ No syntax errors have been detected. Cancel

Figure 6 Create “Amount (ABS)” with Add custom column menu
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h. Create a Digit column that contains First Character from the Amount
(ABS) column by selecting the Amount (ABS) column - Add Column - Extract >
First Characters = Count "1" - Ok Right Click on First Characters - Rename
"Digits"

i. After the extraction data changes to data that only displays the header
and details the next step is to validate the data type for each column in the Power
Query Editor by clicking the data type button located on the left side of the Headers
title of each column. Change the data type of each column to be as follows:
Source.Name Text data type (ABC), Account Text data type (ABC), Journal Line Text
type (ABC), Journal No Text data type (ABC), Posting Date Date data type, Reference
No Text data type (ABC), Description of Text data type (ABC), Amount Decimal
Number data type (1.2), Amount (ABS) Decimal Number data type (1.2) and Digit
Text data type (ABC)

j. After that, we create “Debit” column using Add Conditional Column
menu by click Add Column = Conditional Column - fill the parameters as shows
in figure 7 - Validate the data type to decimal number

Add Conditional Column

Add a conditional column that is computed from the other columns or values.
New column name

Column Name Operator Value Output

If Amount " is greater than or... ~ #2570 Then D' Amount

Add rule

Otherwise O

ABC
123 7|0

Figure 7 Add Conditional column “Debit”

k. Then we create “Credit” column using Add Conditional Column menu
by click Add Column = Conditional Column > fill the parameters as shows in figure
8 = Validate the data type to decimal number
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Add Conditional Column

Add a conditional column that is computed from the other columns or values.

New column name
Credit |

Column Name Operator Value © Output ©

1
If Amount v ‘is less than M i§§ >0 Then D ~ || Amount

Add rule

Otherwise @

ABC
12370

Figure 8 Add Conditional column “Credit”

1. So that the numbers in the Credit column are not negative then we
make it become absolute value by right-clicking on the Credit = Transform -
Absolute Value

m. To make it look neater, we move the Amount column to the last by
right-clicking on the Amount column = Move = To End header

1.3.2. Data Extraction and Transformation: Mapping Financial Statement
The extraction steps and transform Mapping Financial Statement are as follows:

a. Click Home - New Source - Excel = Browse to the Financial Mapping File
-> Open - Navigator, check Mapping Table > Ok

b. Change the data type of each column to the following: Account Text data type
(ABC), Account Name Text type (ABC), Mapping Text data type (ABC) and Index
Whole Number data type

1.3.3.Merging General Ledger and Mapping Financial Statement

Next we combine the General Ledger query with the Financial Mapping Statement
by using the merge query. The steps are as follows:

a. Select General Ledger - Home - Merge Queries = Select Matching Column
"Account" = Join Kind Left Outer = Ok - Expand "Account Name", "Mapping" and
"Index"
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b. To make it look neater, we move the new columns next to the Account to the
end by selecting the Account Name, Mapping and Index columns = Drag to the right
of the Account

C. Because the query mapping has been merged with the General Ledger query,
we will not load the query to Data Model so we hide it by select Mapping query =
"Right Click" = Unchecking Enable Load

1.3.4.Data Extraction and Transformation: Keywords
Extraction steps and transform Keywords files are as follows:

a. Click Home - New Source - Excel = Browse to the Keyword File = Open
-> Navigator, check the Keyword Table - Ok

b. Change the data type of each column to be as follows: Words Text data type
(ABC) and TaxId Text data type (ABC)

C. The query Keyword will not loaded into the Data Model because it will only
be used in the Query Editor so we hide it by select Keywords query = Right Click =
Uncheck Enable Load

1.3.5.Load to Data Model

After completing the extraction and transformation process, then we load all the
data into the Power BI Desktop Data Model by select Home - Close & Apply

Home Transform Add Column
TG D E
(m ® <3

Close & New Recent Enter Datasource
Apply~  [Source ¥ Sources~ Data settings

uuuuu -New Query Data Sources

Figure 9 Close & Apply menu

1.4.Validating for Data Completeness

Next first, we create the Trial Balance and Details from the General Ledger to make
sure the data to be analyzed is valid and complete.

1.4.1.Create Trial Balance

Creating a Trial Balance that displays data summary Debit, Credit and Net according
to Account and Account Name is done by clicking Visualization View = Rename
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"Trial Balance" = select Visualization Table = Enter the columns in the available
table in the Value to produce a final look as shown in figure 10

Mapping.1

Cash and Bank
Cash and Bank
Cash and Bank
Cash and Bank
Cash and Bank
Cash and Bank
Cash and Bank
Cash and Bank
Cash and Bank
Cash and Bank
Deposit
Deposit
Account Receivable

1

1

1

1

1

1

1

1

1

1

2

2

3

4 Inventory
4 Inventory
5 Prepaid Expenses
5 Prepaid Expenses
5 Prepaid Expenses
5 Prepaid Expenses
5 Prepaid Expenses
5 Prepaid Expenses
6 Prepaid Taxes

6 Prepaid Taxes
8 Asset

8 Asset

8 Asset

8 Asset

8 Asset

8 Asset

8 Asset

8 Asset

9 Account Payable
Total

Account

10.1.01.001
10.1.01.002
10.1.01.003
10.1.01.004
10.1.02.001
10.1.02.003
10.1.02.004
10.1.02.005
10.1.02.006
10.1.02.007
10.1.03.001
10.1.03.002
10.1.04.001
10.1.05.001
10.1.05.002
10.1.06.001
10.1.06.002
10.1.06.003
10.1.07.001
10.1.07.004
10.1.07.005
10.1.07.006
10.1.07.008
10.2.01.001
10.2.01.003
10.2.01.005
10.2.02.001
10.2.02.002
10.2.02.003
10.2.02.004
10.2.02.005
20.1.01.001

Account Name

PETTY CASH

CASH ADVANCED

CASH USD

CASH BATH

DANAMON CURRENT

ABN AMRO

CITI BANK IDR6

CITI BANK IDR14.

CITI BANK USD502

CITI BANK USD529

DEPOSIT USD

DEPOSIT IDR

ACCOUNT RECEIVABLE
INVENTORY REFRIGERATOR
INVENTORY SPARE PARTS
PREPAID - VEHICLE INSURANCE
PREPAID - RENT BUILDING
PREPAID - OTHER EXPENSES
PREPAID - PPHPS.22
PREPAID - FISKAL TAXES
PREPAID - VATIN

CLAIM TAXES REFUND
PREPAID - PPHPS.23
VEHICLE

FURNITURE & FIXTURE
SOFTWARE

ACCM. DEPR. -VEHICLE
ACCM. DEPR -BUILD PARTITION

ACCM. DEPR. -FURNITURE&FIXTUR

ACCM. DEPR. -REFRIGERATOR
ACCM. DEPR. -SOFTWARE
ACCOUNT PAYABLE

Debit

126.905.151,00
9.921.098.089,85
405.451.167.19
1.183.795.20
16.316.172.174,44
67.283.843.802,84
10.000.000,00
10.000.000.00
125.010.000,00
125.010.000.00
249843423324
1.000.000.000.00
75.495.271.554,67
77.754.054.158,96
939.036.412.25
14.027.570,00
128.888.888.00
4636430317
1.916.331.878.00
2.000.000.00
8.051.739.965.30
1.087.245.848,00
77.625.00
101.536.364,00
36.838.821.20
26.250.000,00
0,00

0,00
91.665.354,00
0,00

0,00
74447.692.947.20
418.845.606.532,45

Credit

129.438.451,00
8.048.168.841,68
401.000.401.29
695.923,20
17.156.541.816,41
64.605.510.702.91
6.000,00

6.000,00
15.516.022.50
15.516.022.50
5.946.946.640,13
1.800.000.000.00
73.107.074.807.99
60.763.925.609.10
621.453.342,91
19.472.620.00
171.111.107.00
75.994.587.04
1.916.331.878.00
2.000.000,00
6.787.757.776,00
451.340.939,00
77.625.00

0,00

0,00

0,00
152.568.426,00
82.495.500,00
78.929.791.00
4.358.064,00
1.041.670,00
94.111.646.321.91
418.845.606.532,45

Amount

-2.533.300,00
1.872.929.248,17
4.450.765,90

24033 Visualizations
bt Table
2.678.333.099,
9.994.000,00
9.994.000,00
109.493.977,50
109.493.977.50

-3.448.512.406,89

Drag Columns
to Values

317.583.069.34
-5.445.050,00 1
-42.222.219,00
-29.630.283,87
0,00
0,00
1.263.982.189.30
635.904.909,00
0,00
101.536.364,00
36.838.821.20
26.250.000,00
-152.568.426,00
-82.495.500,00
12.735.563.00
-4.358.064,00
-1.041.670,00
-19.663.953.374.71
0,00

bhia\ Balance | o

VISUALIZATIONS

FIELDS

2 "

»

Account

o

Account Name
Amount
Amount (ABS)
Credit

Debit

=0

Values

Indeks
Description
First Characters
Indeks

W Joumal Line

n

Mapping.1
Account
Account Name

Dehet Jounal No

Credit ]
Amount W i Posting Date

Mapping.1

MW Reference No
FILTERS n

Source.Name

Visual level filters

Account Name
is (Al

Amount
is (Al

Credit

__ic (AID

Figure 10 Trial Balance visualization

From figure 10, it is known that the General Ledger data we extracted has been
completed which is indicated by the Amount balance value is RpO.

1.4.2.Create General Ledger details

The step to create a General Ledger Details is to create a new Page - Rename
"Details" = Visualizations Table = Enter the columns in the available table in the
Values to produce the final look as shown in figure 11
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¥ ey
indeks Mapping.1  Account  AccountName Joumal Line Journal No Posting Dete Reference No  Description Def] .-
3 oo el whsmsiebl wrmrrre— il S n— VISUALIZATIONS > FIELDS
8ar
1 Cashand 10.1.01.001 PETTY CASH 1 BTB.O1 70001 02/07/2016 TRANSFER IN FROM B00002
Bank "
1 Cash 10.1.01.001 PETTY CASH 1 PTC0116.01.0001 09/01/2016  001/CPR/D1/16 Toll, parking & gasoline
Ba w
1 Cashand 10101001 PETTYCASH 1 PTCO116020001 01/02/2016 001/CPRI02/16 LUNCH FOR PROGRAMMER .n N B General Ledge
Bank g PRI e ks 9
1 Cashand 10101001 PETIYCASH 1 PTCO116030001 03/03/2016 001/CPR/03/16 Toner HP2A HP28 & Refil inkjet BC Visualizations Table
Bank = Account
1 é:i:m 10101001 PETTYCASH 1 PTCOTI6040001 01/0472016  001/CPRIO4/16 Battery ABC dpcs U/ Kemera S N
1 ;ashe-‘c 10101001 PETTYCASH 1 PTC0116.06.0001 02/06/2016 001/CPR/06/16 Gasoline,Toll-HCO Amount
o
1 Cashand 10101001 PETTYCASH 1 PTCO116080001 01/08/2016 001/CPR/16/16 Lunch U/ Programmer Amount (ABS)
Barec Values
1 Cash 10101001 PETTYCASH 1 PTCO116090001 01/09/2016  001/CPRIOI/16  Voucher Flexy 7x puisa S0.2 x Pul = Credit
= Indeks X B4 = Debit
1 Cashand 10101001 PETTYCASH 1 PTCO116.100001 06/10/2016  001/CPR/10/16 By pengiriman retur door gasket CC
o = B
oy < . . Mapping.1 X E  Description
1 Cash 10101001 PETTYCASH 1 PTCO116.11.0001 03/11/2016  001/CPR/11/16 Lampu Philips 2pcs (Pantry & HCO) B Digt
Bar Account X =
i 1 Cashand 10101001 PETTYCASH 1 PTCO116.120001 01/12/2016 002/CPR/12/16 Gasoline-Setiawan Indeks
Bank Account Name X
1 Cash 10101001 PETTYCASH 10 PICOTI6010010 09/01/2016  010/CPRO1/16 VT & PARKING (€] Qrag Column to Joumnal Line
Ban Values Journal Line X
1 Cashand 10101001 PETTYCASH 10 PTCO116020010 05/02/2016  O10/CPR02/16 By u/ secure parking bin FebTE Joumnal No
Bank Journal No X ™
1 Cashand 10101001 PETTYCASH 10 PTCO116030008 04/03/2016  009/CPRI03/16 e B Mappea:)
Bork Posting Date X Posting Date
1 10101001 PETTYCASH 10 PTCOTI6040008 03/04/2016 009/CPRIO4/16  Tol
Reference No X Reference No
1 10101001 PETTYCASH 10 PTCO116050009 02/05/2016 009/CPRI05/16 Ga vking-Randy{Mrit) n
Description X Source.Name
10101001 PETTYCASH 10 PTCO116060010 05/06/2016 O10/CPRI06/16 Gasoline,Toll Parking-Hapipi S =
ebi <
10101001 PETTYCASK 10 PTCO11607.0009 02/07/2016 009/CPRIOT/16 G @ ki =
Credit X
0101001 PETTYCASH 10 PTCO116080010 04/08/2016 O10/CPR/16/16 Lunch U/ Frm, x
10101001 PETTYCASH 10 PTCO116090009 05/09/2016 009/CPRIOY/16 Pakuu/ Pack Amount (ABS) x
1 10101001 PETTYCASH 10 PTCO116.100010 08/10/2016 O10/CPR/10/16 Keperluan Pantry
10101001 PETTYCASH 10 PTCO116.11.0010 03/11/2016 O10/CPR/11/16 Vit 3gln x @8500 § FILTERS
B an
e .

Visual level filters

Figure 11 Details visualizations

1.5.Performing Tax Audit Data Analytics
1.5.1.Descriptive analytics

Descriptive Analytics is a type of analytic that provides an overview of data and
summarizes a dataset quantitatively. According to (Richardson et al. 2019), these
descriptive analytical activity data master elements are based on certain attributes.
The auditor may select a number of accounts to verify that they were opened and
the documentation exists. Examples of its applications are as follows:

- Age Analysis - groups balances by Date

- Sorting - identifies largest or smallest values

- Summary statistics — mean, median, min, max, count, sum
- Sampling - random and monetary unit

To be clearer, we will deploy summary statistics by using a User Defined Function
(UDF) or Custom Function on General Ledger. A custom function is a function that
consists of a collection of steps that a user makes to be able to be reused on a data.
The following is an overview of the UDF Summary statistics that have been made.
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flj 1. Descriptive Analytics - Summary Statistics.txt - Notepad - O X

File Edit Format View Help
kTable as table, FieldAccount as text, FieldAccountName as text, FieldAmount as text)=>
let
#"Grouped Rows" = Table.Group(Table, {FieldAccount, FieldAccountName},
{{"Count", each Table.RowCount(_), type number},
{"Summarize", each List.Sum(Record.Field(_,FieldAmount)), type number},
{"Average", each List.Sum(Record.Field(_,FieldAmount)), type number},
{"Median", each List.Median(Record.Field(_,FieldAmount)), type number},
{"Min", each List.Min(Record.Field(_,FieldAmount)), type number},
{"Max", each List.Max(Record.Field(_,FieldAmount)), type number}}
) )
in
#"Grouped Rows"

Figure 12 User-defined function “Summary Statistics”

Let's apply it to Power BI Desktop with the following steps

a. Click Home = Get Data = Blank Query = View = Advanced Editor - Copy
and Paste UDF “Summary Statistics” An to Advanced Editor > Rename Query 1 =
fn Summary Statistics

b. Input Parameters in UDF as shown in figure 13 = Invoke = Rename Invoke
Function < Summary Statistics 2 Home = Close and Apply

QUERY SETTINGS X QUERY SETTINGS
Enter Parameters

bl 4+ PROPERTIES 4 PROPERTIES

Name Name
1 General Ledger - ; L
3 Invoked Funciior ummary Statistics

FieldAccount

FieldAccountName

Source Source
Account Name

FieldAmount Home Transform Add Column View Help

islE K= e

Invoke Clear Close & New Recent  Enter Data source Manage Refresh
2 Apply ~ |Source ~ Sources~ Data settings Parameters ¥  Preview ¥

w Close New Query Data Sources  Parameters

Figure 13 Input UDF "Descriptive Analytics" Parameters

4 APPLIED STEPS 4 APPLIED STEPS
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C. Create a new Page - Rename "Summary Statistics" = Visualizations Table
- Drag Columns to Values. The end result is as shown in figure 14. From the results
of Summary Statistics, it is known that the total General Ledger records are 15,006
lines.

Account  Account Name Average Count Max Median Min

VISUALIZATIONS FIELDS
10.1.01.001 PETTY CASH -2.533.300,00 1.065,00 4.488.909,00 -61.500,00 -1.692.140,00 0,00
10.1.01.002 CASH ADVANCED 1.872.929.248,17 303,00 417.912.240,00 2.500.000,00 -420.258.947,00 1.872.929.248,17 -~
10101003 CASH USD 445076590 7600 28.845.50000 155.869,90 -26.190.692,00 445076590 -~
10.1.01.004 CASH BATH 487.872,00 1200 516.633,60 3.964,80 ~368.659,20 487.872,00 ﬁ
10102001 DANAMON CURRENT -840.369.641.97 109700  1.000.000.00000 -25.00000  -1.000.000.000,00 Visualizations B General Ledger

o
10.1.02003 ABN AMRO 267833309993 23700 477680014800 323529200  -0.15296846846 A Table b
10102004 CITI BANK IDR6 9.994.000,00 200 1000000000  4997.00000 -6.000,00 [ r mary
10.1.02005 CITI BANK IDR14 9.994.000,00 200 1000000000  4997.00000 -6.000,00 9.994.000,00 ™
10.1.02006 CITI BANK USD502 109.493.977,50 300 125.010.000,00 -6.084,43 -1550093807  109.493977,50 Account
10.1.02007 CITI BANK USD529 109.493.977,50 300 125.010.000,00 -6.084,43 1550093807  109.493.977,50 Account Name
10103001 DEPOSIT USD -3.448.512.406,89 2300 92246000000 124397430  -4706.100.00000 -3448.512.40689 > T
10103002 DEPOSIT IDR -800.000.000,00 400 100000000000 -400.000.00000  -1.000.000000,00  -800.000.00000 e
10104001 ACCOUNT R 8LE 238819674668 117600  2.482.988.934,00 70698350  -481675399600 238819674668 Count
10.1.05001 INVENTORY REFRIGERATOR 1699012854086 93800  3247.107.80640 120399808  -2234.427.93864 16990.128549,86 Account Max
10.1.05002 INVENTORY SPARE PARTS 510,00 197.127.43388 -182.582,36 025280 31758306034
10.1.06001 PREPAID - VEHICLE INSURANCE 19,00 489250000  -1358.180,00 Drag Colums to Account Name 2 Medisn
10.1.06.002 PREPAID - RENT BUILDING 14,00 6444444400  -14.074.074,00 -14.62¢ e Values Average p Min
| 10.1.06003 PREPAID - OTHER EXPENSES 21,00 2134360000  -4.833.907,00 282,00 ~29:630.283,87 | Summarize
10.1.07.001 PREPAID - PPHPS.22 13500 8354244800 1116178600  -1.916.331.878,00 0,00 Count
10.1.07.004 PREPAID - FISKAL TAXES 200 2.000000,00 000 -2,000.000,00 000 NE
10.1.07.005 PREPAID - VATIN 126398218930 61500 33416979200 11500000 129598730400  1263.982.189,30
10.1.07.006  CLAIM TAXES REFUND 635.904.909,00 200 108724584800 317.95245450 -45134093900  635.904.909.00 Median
10.1.07.008 PREPAID - PPHPS.23 0,00 800 39.600,00 5.737,50 -73.970,00 0,00 Min
10.2.01.001 VEHICLE 101.536.364,00 1,00 101.536.36400 101.536.364,00 101.536.364,00 101.536.364,00
102.01.003 FURNITURE & FIXTURE 36.838.821,20 500 18.068.821,20 5470.000,00 1.600.000,00 36.838.821,20 Summarize
10201.005 SOFTWARE 26.250.000,00 300 25.000.00000 750.000,00 26.250.00000
10, ACCM. DEPR. -VEHICLE -152.568.426,00 1300 76931200  -13.090.305,00 -152.568.426,00
10 ACCM. DEPR -BUILD PARTITION -82.495.500,00 1200 687462500  -687462500 FILTERS
10. 3 ACCM. DEPR. -FURNITURERFIXTUR 12.735.563,00 200 9166535400  6367.781,50
10, ACCM. DEPR. -REFRIGERATOR -4.358.064,00 1200 36317200 -363.17200 -4.358.064,00 Visual level fitters
10.2.02.005 ACCM. DEPR. -SOFTWARE ~1.041.670,00 10,00 104.167,00 104.167,00 -1.041.670,00
20.1.01.001 ACCOUNT PAYAE -19.66395337471 243300  9.209723.49173 -700.000,00 19.663.953.374,71
20.1.02001 ACCRUED EXPEl 37,00 387349900  -1.152.42600 -3.326.563,00 =
20103001 ACCRUED TAXES - PPH PS 21 3200 9.860.796,00 -89.873,00 -14770829,00 831.202,00 Account Name
20103002 ACCRUED TAXES - PPH PS 23 6043710700 10200 70.242.611,00 47,00 28,00 60.437.107.00 is (AID
Total 0,00 15.006,00 34.397.846.791,78 947.744.01559 -34.734.776.387,67 0,00
e Average

is (AID

Trial Balance Details osummavy Statistics -+

Figure 14 Summary Statistics visualization

1.5.2.Diagnostic analytics

Diagnostic Analytics is kind of data analytic which look for correlations or patterns
of interest in the data (Richardson et al. 2019). Examples of its applications include:

- Z-score—outlier detection

- Benford’s law—identifies transactions or users with nontypical activity
based on the distribution of first digits

- Drill-down—explores the details behind the values

- Exact and fuzzy matching—joins tables and identifies plausible relationships
- Sequence check—detects gaps in records and duplicates entries

- Stratification—groups data by categories

- Clustering—groups records by nonobvious similarities
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To be clearer, we will apply Benford Analysis by using a User Defined Function

(UDF) or Custom Function on General Ledger. The following is an overview of the
UDF Benford Analysis that have been made.

] 2. Benford Analysis.txt - Notepa: -
|| 2. Benford Anal Ni d O X

File Edit Format View Help
//take a single list of numbers as a parameter A
(NumbersToCheck as list) as table=>
let
Benford=
let
//function to find the expected distribution of any given digit
Benford = (digit as number) as number => Number.Logl®(l + (1/digit)),
//get a list of values between 1 and 9
Digits = {1..9},
// get a list containing these digits and their expected distribution
DigitsAndDist = List.Transform(Digits, each {_, Benford(_)}),
//turn that into a table
Output = #table({"Digit", "Distribution"}, DigitsAndDist)
in
Output,

Figure 15 User-defined function “Benford Analysis”

source: modified from
https://blog.crossjoin.co.uk/2015/03 /23 /benfords-law-and-power-query/

Let's apply it to Power BI Desktop with the following steps:

a. Click Home = Get Data = Blank Query = View = Advanced Editor - Copy
and Paste UDF “Benford Analysis” to Advanced Editor = Rename Query 1 - fn
Benford Analysis

b. Input Parameters on UDF as shown in figure 16 = Invoke - Rename Invoke
Function - Benford Analysis = Home = Close and Apply
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= (NumbersToCheck as list) as table=>

Enter Parameter

NumbersToCheck

Query:  General Ledger 1 Choose Column...

lumn: Amount (ABS)

Invoke Clear

Select Column

QUERY SETTINGS ~ QUERY SETTINGS

4 PROPERTIES 4 PROPERTIES

Name

Select a query and a column

General Ledger

PostingDate  ReferenceNo  Description

To, parking & gasoline

iy parking motar bulansn
bek aiat uf packing o
By las uf mobil prk us 0

Gasoline & Tiki 0 28000

Figure 16 Input UDF "Benford Analysis" Parameters

C. Create a new Page > Rename "Benford Analysis" = Visualizations Clustered
column chart = Drag Columns to Values. The end result is as shown in figure 17

B ooo- T 5 x

Home View Modeling Help Format Data / Drill Sign in [2]
X, cut Y S MY ] [E5] Text box - [ =l
: 5 B P [ I | =) [ 1 p "l;—
ERy copy LO B8 | Lg | A ’ 5 [Dimage =h il A
G v Get  Recemt Emer Edt  Refresh  New New ASKA Butons o o Fom Fom  Switch Manage
ormat Painter  bara - Sources~ Data  Queries ™ Page~ Visual Question ~ 3P€S  Marketplace File  Theme~ Relationships
Clipboard External data nsert Custom visuals  Themes Relationships
12 D D Dig [ |
o VISUALIZATIONS FIELDS
pected Distribution @Actusl Distibutior

Visualizations Clustered
column chart

N s
Actual Distrib.
W > Count
Digit
Expected Distr...
General Ledger

Summary Statistics

Drag Columns to

020 Axis and Value MW Account
1 5 H  Account Name
- B——— W = Average
B Value W > Count
Expected Distribution > W Max
Actual Distribution x B X Median
W > Min
010 Tootips W > Summarize
Add data fields here
FILTERS
Visual level filters
Actual Distribution
is (Al
! N 4 * : ° : : a Digit

-
is (All)
Trial Balance Summary Statistics Benford Analysis | | o

Corotod Nict:

Figure 17 Benford Analysis visualization
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From the results of the analysis it is known that for General Ledger data with digit 2

at the beginning it has a distribution above the Benford Law standard so that it
needs to pay more attention to the transaction details.

d. In order to be able to see all the Details that have digit number 2 at
the beginning of the Amount value, we create a relationship between General Ledger
and Benford Analysis = Select Details = Drag column Digit to Drillthrough

VISUALIZATIONS >  FIELDS

[ General Ledger
[ Account Name
F3 Amount

[T Amount (ABS) &
£ Credit B s B Benford Analysis
[ Debit
[ Description pev 4 > = Actual Distrib...

" Benford Analysis
[ Actual Distribution
1 Count

Count
3 Indeks o
[ Journal Line BiE
[ Journal No . Expected Distr...
3 Mapping.1
[ Posting Date Report level filters
[ Reference No
[ Source.Name

Drag data fields here

1 Cashand 10101001 PETTYCASH 10 PTC.0116.08.00) DRILLTHROUGH
Bank

1 Cashand 10.1.01.001 PETTYCASH 10 PTC.0116.09.00| Keep all filters
Bank

1 Cashand 10101001 PETTYCASH 10 PTC.0116.10.00) On —@
Bank

1_Cashand 1001001 PETTYCASH 10 PTC.0116.11.00) Digit

133271
L is (Al
Trial Balance e Details Benfor Analysis -+ Gtz el e ] i

Used as category

Figure 18 Create relationship between General Ledger and Benford Analysis

Furthermore, select Benford Analysis = Right click on the Actual Distribution
number "2" = Drillthrough = Details
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“but v tRbutior =]
@ Sum of Expected Distribution @ Sum of Actual Distribution

035

See Records
Show data
Include

Exclude

Drillithrough » Detail

Is
Analyze »
] ' I
3 4 5 6 7 8 9

Figure 19 Drillthrough to Details

005

0,00

The final result of the display is as shown in figure 20

Inaeks  iapping.1 Account Account Name  Journal Line Journal No Posting Date Reference No  Description Debit Credit Amount Amount (ABS) A
"~ 1 CashandBank 10.1.01.001 PETTY CASH 1 PTC.0116.02.0001 01/02/2016  001/CPR/02/16 LUNCH FOR PROGRAMMER 0,00 20.000,00 -20.000,00 20.000,00
1 Cashand Bank 10.1.01.001 PETTY CASH 1 PTC.0116.06.0001 02/06/2016  001/CPR/06/16 Gasoline,Toll-HCO 0,00 223.000,00 -223.000,00 223.000,00
1 CashandBank 10.1.01.001 PETTY CASH 10 PTC.0116.01.0010 09/01/2016  010/CPR/01/16 VIT & PARKING 0,00 23.500,00 -23.500,00 23.500,00
1 CashandBank 10.1.01.001 PETTY CASH 10 PTC0116.02.0010 05/02/2016  010/CPR/02/16 By u/ secure parking bin Feb'08 0,00 250.000,00 -250.000,00 250.000,00
1 CashandBank 10.1.01.001 PETTY CASH 10 PTC0116.10.0010 08/10/2016  010/CPR/10/16 Keperluan Pantry 0,00 267.150,00 -267.150,00 267.150,00
1 CashandBank 10.1.01.001 PETTY CASH 10 PTC0116.11.0010 03/11/2016  010/CPR/11/16 Vit 3gin x @8500 0,00 25.500,00 -25.500,00 25.500,00
1 CashandBank 10.1.01.001 PETTY CASH 103 PTC.0116.05.0095 29/05/2016  096/CPR/05/16 TIKI-Kirim SJ 0,00 20.500,00 -20.500,00 20.500,00
1 Cashand Bank 10.1.01.001 PETTY CASH 104 PTC.0116.05.0096 30/05/2016 097/CPR/05/16 Gasoline-Bu Sandra 0,00 243.500,00 -243.500,00 243.500,00
1 CashandBank 10.1.01.001 PETTY CASH 1" PTC0116.05.0010 02/05/2016  010/CPR/05/16  TIKI-Kirim SJ 0,00 20.000,00 -20.000,00 20.000,00
1 CashandBank 10.1.01.001 PETTY CASH n PTC0116.07.0010 02/07/2016  010/CPR/07/16 PAYMENT INVOICE 20156 0,00 294.150,00 -294.150,00 294.150,00
1 Cashand Bank 10.1.01.001 PETTY CASH 116 PTC.0116.04.0116 28/04/2016  110/CPR/04/16 Tiki-Kirim S Parking 0,00 20.000,00 -20.000,00 20.000,00
1 CashandBank 10.1.01.001 PETTY CASH 19 PTC0116.040111 30/04/2016  113/CPR/04/16 Voucher Flexy 50rb Simbr 0,00 240,000,00 -240.000,00 240.000,00
1 CashandBank 10.1.01.001 PETTY CASH 12 PTC.0116.01.0012 09/01/2016 012/CPR/01/16 BY ABODEMEN U/ PARKIR MTOR BLNAN 0,00 225.000,00 -225.000,00 225.000,00
1 CashandBank 10.1.01.001 PETTY CASH 12 PTC0116.03.0010 05/03/2016  011/CPR/03/16 Beli lampu depan buat motor 0,00 23.500,00 -23.500,00 23.500,00
1 Cashand Bank 10.1.01.001 PETTY CASH 12 PTC.0116.07.0011 02/07/2016  011/CPR/07/16 PAYMENT INVOICE 20074 0,00 285.000,00 -285.000,00 285.000,00
1 CashandBank 10.1.01.001 PETTY CASH 12 PTC0116.11.0012 04/11/2016  012/CPR/11/16 PAYMENT INVOICE 010/10/2008 0,00 254.000,00 -254.000,00 254.000,00
1 Cashand Bank 10.1.01.001 PETTY CASH 13 PTC.0116.05.0012 05/05/2016  012/CPR/05/16 Parkir Periode Mei (11mtr) 0,00 275.000,00 -275.000,00 275.000,00
1 Cashand Bank 10.1.01.001 PETTY CASH 13 PTC.0116.07.0012 02/07/2016  012/CPR/07/16 Colokan u/ Unit-Anton 0,00 25.000,00 -25.000,00 25.000,00
1 Cashand Bank 10.1.01.001 PETTY CASH 13 PTC.0116.11.0013 04/11/2016  013/CPR/11/16 secure Parking Nov'08 (9 x @25000) 0,00 225.000,00 -225.000,00 225.000,00
1 Cashand Bank 10.1.01.001 PETTY CASH 14 PTC0116.10.0013  09/10/2016  013/CPR/10/16 _Beli Baterai BL-5C (32866819) 0,00 25.000,00 -25.000,00 25.000,00

Figure 20 Result of Drillthrough Digit “2” to Details
1.5.3.Predictive analytics

Predictive Analytics is kind of data analytics that identifies common attributes or
patterns that may be used to identify similar activity (Richardson et al. 2019).
Examples of applications include:

- Regression—predicts specific dependent values based on independent
variable inputs

- Classification—predicts a category for a record

- Probability—uses a rank score to evaluate the strength of classification

177



Part 2. Selected papers

TAX AUDIT DATA ANALYTICS USING POWER BI: A PROOF-OF-CONCEPT WITHIN AN

INDONESIAN CASE

AGUNG DARONO — MINISTRY OF FINANCE - INDONESIA; FEBRIAN DANI —

DIRECTORATE GENERAL OF TAX — INDONESIA

- Sentiment analysis—evaluates text for positive or negative sentiment to
predict positive or negative outcomes

To be clearer, we will implement a Sentiment Analysis that will predict whether a
transaction from the General Ledger indicates a tax obligation that arises from the
use of words according to the keywords that have been compiled before. This
application uses the User Defined Function (UDF) or Custom Function on General
Ledger. The following is an overview of the UDF Sentiment Analysis that has been
made.

j] 3. Sentiment Analysis.txt - Notepad - a X

File Edit Format View Help
I(Sour‘ceGL as table, SourceKeywords as table, FieldAccountName as text, FieldDescription as text, Words as list, StartAccount as text)=>
let
Search = (String, Words as list) =>
let
//check if values in MyKeywords is in String
MatchFound = List.Transform(List.Buffer(Words), each Text.Contains(String, _, Comparer.OrdinallgnoreCase)),
//index position of match found
Position = List.PositionOf(MatchFound, true),
//return null if Position is negative
Return = if Position < @ then null else Words{Position}
in
Return,
#"Invoked Custom Function" = Table.AddColumn(SourceGL,"Search Account Name", each Search(Record.Field(_,FieldAccountName), Words)),
#"Invoked Custom Functionl" = Table.AddColumn(#"Invoked Custom Function", "Search Description”, each Search(Record.Field(_,FieldDescripti
#"Merged Queries” = Table.NestedJoin(#"Invoked Custom Functionl”,{"Search Account Name"},SourceKeywords,{"Words"},"Keywords",JoinKind.Lef
#"Expanded Keywords" = Table.ExpandTableColumn(#"Merged Queries”, "Keywords", {"TaxId"}, {"Account Name.TaxId"}),
#"Merged Queriesl” = Table.NestedJoin(#"Expanded Keywords",{"Search Description"},SourceKeywords,{"Words"}, "Keywords",JoinKind.LeftOuter)
#"Expanded Keywordsl" = Table.ExpandTableColumn(#"Merged Queriesl”, "Keywords", {"TaxId"}, {"Description.TaxId"}),
#"Added Conditional Column" = Table.AddColumn(#"Expanded Keywordsl", "TaxId", each if [Search Account Name] <> null then [Account Name.Ta
#"Added Conditional Columnl" = Table.AddColumn(#"Added Conditional Column", "Source Field", each if [Search Account Name] <> null then "A
#"Removed Columns” = Table.RemoveColumns(#"Added Conditional Columnl",{"Search Account Name", "Search Description”, "Account Name.TaxId",
#"Changed Type" = Table.TransformColumnTypes(#"Removed Columns”,{{"TaxId", type text}, {"Source Field", type text}}),
#"Added Conditional Column2" = Table.AddColumn(#"Changed Type", “"Correction”, each if [TaxId] = "Non Deductible" then [Amount] else @),
#"Changed Typel" = Table.TransformColumnTypes(#"Added Conditional Column2”,{{"Correction”, type number}}),
#"Renamed Columns” = Table.RenameColumns(#"Changed Typel”,{{"Amount”, "Commercial“}}),
#"Inserted First Characters” = Table.AddColumn(#"Renamed Columns", "First Characters”, each Text.Start([Account], 1), type text),
#"Changed Type2" = Table.TransformColumnTypes(#"Inserted First Characters”,{{"First Characters”, Int64.Type}}),
#"Filtered Rowsl" = Table.SelectRows(#"Changed Type2", each [First Characters] >= Number.FromText(StartAccount)),
#"Added Custom" = Table.AddColumn(#"Filtered Rowsl", "Fiscal", each [Commercial]-[Correction]),
#"Changed Type3" = Table.TransformColumnTypes(#"Added Custom”,{{"Fiscal”, type number}})
in
#"Changed Type3"

Figure 21 User-defined function “Sentimental Analysis”
Let's apply it to Power BI Desktop with the following steps

a. Click on Home = Get Data = Blank Query = View - Advanced Editor =2
Copy and Paste UDF “Sentimental Analysis” to Advanced Editor > Rename Query 1
- fn Sentiment Analysis

b. Input Parameters on UDF as shown in figure 23 = Invoke - Rename Invoke
Function - Sentiment Analysis = Home = Close and Apply
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Figure 22 Input UDF "Sentimental Analysis" Parameters

C. From the results of the analysis using Sentimental Analysis, we can create a
Fiscal Report end year by creating a new Page = Rename "Sentiment Analysis Fiscal
Report" - Create Visualizations as shown as figure 23

— b |
Account  Account Name Commercial Correction Fiscal VISUALIZATIONS »  FIELDS
604.00.003 DEPRC. FURNITURE & FIXTURE 7892979100 000 7892979100
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60400001 DEPRC. VEHICLE 152:568426,00 000 15256842600
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60300002 ELECTRICITY 3502682000  16380.565,00 18.146.255,00 ol o Benford Analysis
603.00011 ENTERTAINMENT 4176443424 4176443424 000 Visualizations Table
70100002 EXCHANGE GAIN -5.982921291,66 6800 -598202122366 < General Ledger
70200002 EXCHANGE LOSS 618641481642 2500 618641479142 Py D "
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80000001 INCOME TAXES 83116000000 000 83116000000 =
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60300006 OUTWARD DELIVERY 1.855.208981,71 000 185520898171 W Digit
60200003 OVERTIME & ALLOWANCE EXPENSES 52845523,00 000 5284552300 B O
60300008 PARKING, TOLL, ETC 19.727.750,00 0,00 19.727.75000 FILTERS
603.00.019 POSTAGE AND COURIER 000 2751778324 Fiscal
60300016 PRINT & STATIONARY 2030800000 000 2030800000 Visual level filters B = Indeks
60300017 PROFESSIONALFEE & LEGAL FEE 4198769200 000 41987.89200
60300018 RENT OFFICE BWAREHOUSE 171.111.107,00 000 17111110700 Account B Joumal Line
60200001 SALARY & WAGE 863.783.596,00 000 86378359600 is Al B louralNe
50100001 SALES - REFRIGERATOR ~67.528.845.006,00 000 -67.52884500600
50.1.00.002 SALES - SPAREPARTS 74928145093 000  -74928145093 Account Name B Mapping.1
60300001 TRAINING & EDUCATION 520000000 000 520000000 is (Al B Posiing Date
60300009 TRANSPORT 1.044000,00 000 104400000 ’
60300010 TRAVELUNG 3844631700 000 3844631700 Com— B Reference No
6030002 UNIFORM 1311416200 1311416200 000 ;
60300014 VEHICLE MAINTENANCE 2443932800 000 2443932800 B0 B Source Field
60.1.00001 WARRANTY 194.167.263,78 000 19416726378 e M SourceName
603.00.004 WATER SUPPLY 1391550000 521250000 870300000 v
Total -1.858.499.837,34 140.053.742.17 -1.998.553.579.51 s (A B Tadd
Fiscal § Summary Statistics
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Figure 23 Sentimental Analysis Fiscal Report visualization
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d. In addition, we can also create a list of tax witholding objects, Value
Added Taxes and Non Deductibles by creating a new Page > Rename "Sentiment
Analysis Taxld" = Create Visualizations as shown in figure 24

Account 21 Taxes 23 Taves 4(2) Taxes Non Deductible Value Added Ta 7[> 1

VISUALIZATIONS FIELDS
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Figure 24 Sentimental Analysis TaxId visualization
Concluding remark

Tax auditors may use Bl Power as an alternative in choosing tax audit data analytics
tools. Several pivotal advantages of using Power BI as a tax data audit analytics tool
are (1) no additional investment due to Power BI licenses; (2) relatively short
learning curve for tax auditors to use Power BI because it is not too different from
the use of Microsoft Excel. Furthermore, these two software can be combined to
complete an audit assignment; (3) the existence of a read only feature as provided
by native audit software like ACL or IDEA, so that it will safeguard the data source
integrity and validity from unintended actions that may accidentally changed by the
tax auditor during audit works, as some parties is worried about this issue
wherenever the auditor uses Excel as audit tools; (4) “Applied Steps” feature that
enable set of codes/setps in an audit case can be deplyoed to another audit case with
minimum efforts. The limitations of PoC in this study are that there is still no case as
the application of prescriptive data analytics in term of tax audit data analytics
works. Based on above conclusions, authors propose the use of Power BI for the
purposes of tax audits. On a broader scale, Power Bl can be used as a data analytics
tool for tax administration. Nor can Power BI be applied as an audit data analytics
tool for various types of audits such as financial audits, forensic audits, or internal
audits despite audit firm or audited entities size of business.
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Introduction

Consumer survey is one of the most important marketing research methods.
Technology development shifted popularity from traditional and phone surveys to
online which has several advantages. Thus, online surveys reduce the costs of
conducting research, facilitate data processing, and, moreover, allow reaching a
wider and more diverse audience of respondents [Evans, Mathur, 2005]. However,
despite its advantages, this form of conducting surveys could not solve the problem
of low response rate. In contrast, traditional survey forms often have higher
response rates [Sax, Gilmartin, Bryant, 2003]. Low response rate may have a
negative impact on the quality of data obtained from the results of surveys. For this
reason, ensuring high response is an important task in planning and developing
research methods.

A number of factors may influence the response rate. Among others are the length
of the survey and the interest of the respondent in the research topic [Ray, Tabor,
2003]. For online surveys those factors include personal appeal, indication of
importance of certain group participation, indication that respondent was specially
selected [Mavletova, 2015] possibility of feedback, subject of the letter, changes in
reminders [Manfreda et al., 2008], design, mobile version availability [Dillman et al.,
2009], etc. However, these characteristics depend on the design and purpose of a
particular study, so their change is not always possible.In some studies, monetary
incentives can be used as a stimulating factor. This type of incentive is a common
way to increase response to online surveys of various kinds. Some studies show that
external stimulation allows you to increase the audience of the survey without
shifting the distribution of results [Cantor, O’'Hare, O’Connor, 2008; Ryu, Couper,
Maran, 2005]. In contrast, there is evidence that the use of external incentives may
influence the survey audience, shifting it towards a greater number of female
respondents [Parsons, Manierre, 2014]. In addition, such studies do not control the
impact of external incentives on the error of the results associated with non-
response to the survey (nonresponse bias). An exception is work [Groves, 2005],
which did not reveal the effect of stimulation on this error, i.e. the use of incentives
did not allow an increase in the representativeness of the responses received. Thus,
external stimulation can increase the response of potential respondents to the
survey, but at the moment it is impossible to predict exactly how this will affect the
representativeness of the results.

Marketing researchers suggest that gamification can be used to create a more
enjoyable experience of participating in online surveys [Adamou, 2011; Puleston,
2010]. This aspect is quite important, since the inability to interest the respondent
and provide him with a pleasant experience can lead to his undesirable behavior,
namely: accelerated survey, random answers, incomplete filling of the
questionnaire or insufficient attention [Guin et al., 2012; Puleston, 2010]. At the
|
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same time, a number of studies have shown that the use of gamification can have a
positive effect on the perception of the experience of participating in a survey. So
gamified polls can be perceived as more pleasant (Guin et al.,, 2012; Warnock, Gantz,
2017; Cechanowicz et al., 2013).

Gamification can also influence the behavior of respondents. The work of Bailey,
Pritchard, Kernohan (2015) revealed that gamification can have a positive effect on
the length of responses to open-ended questions. In addition, gamification can also
positively affect the number of questions that the respondent answered
(Cechanowicz et al., 2013). In contrast, a number of other works could not reveal
similar effects when using gamification (Guin et al. 2012, Harms et al.,, 2015;
Brownwell, Cechanowicz, Gutman, 2015). These differences in research results may
be partially attributed to the gamification design features in each individual study.
So Puleston (2011) noted the positive effect of using the dynamics of time limitation,
which is given when answering a question. In contrast, other authors pointed out
the negative impact of such a timer associated with the creation of an unnecessarily
complex task for the respondent (Cechanowicz et al., 2015). In both cases, the same
game dynamics was used, however, differences in its characteristics (2 minutes per
question versus 15-30 seconds per question) could determine differences in the
behavior of research respondents.

It is also worth noting that various authors define the boundaries of the concept of
gamification in various ways in the context of surveys. So Puleston (2011) includes
the use of functional-visual elements in this concept (for example, sorting answer
options using drag and drop). At the same time, Adamou (2011) assumes that the
creation of a game in which the survey is fully integrated should be considered a
gamification of polls. These differences should be taken into account when
interpreting the results of various studies.

This represented research focuses on the analysis of the application of gamification
in the field of marketing surveys. The first part of the section is devoted to defining
the boundaries of the concept of gamification as a whole, as well as the distinction
between the concepts of game and gamification. The following is an overview of the
various approaches that can be used to create gamified surveys, analysis of its pros
and cons. Further, for understanding of mechanisms which underlines gamification
effects the overview of main theories is presented. Finally, approaches for players’
typologies are analyzed in their regard to be used in gamified marketing surveys.
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The study proposes the position that the difference in approaches to gamification is
due, above all, to the difference in the assessment of the theoretical foundations of
the action and effectiveness of gamification. The paper presents an overview of
these theoretical foundations and assesses their potential connection with the
effectiveness of gamified systems, in a particular case, marketing surveys. Among
the theoretical foundations, there are two main areas: theories of motivation and
the theory of the influence of the individual characteristics of the user in the game
context (player). Both directions are located at the intersection of such scientific
areas as consumer behavior and information management. The work compares
more specific theories within the selected areas with their applicability in the
context of developing and evaluating gamified marketing surveys, and also raises a
discussion about the possible challenges and opportunities gamification brings to
marketers.

Analysis of approaches to gamification of marketing surveys

Gamification is a fairly extensive and fruitful field of study in modern management
research [Koivisto, Hamari, 2019]. It lies on the intersection of several fields of
study: information management, marketing, human-computer interaction, user
experience, design-thinking, innovation management and knowledge management.
Analysis of literature has been done among publications in ABS-list journals in all
above-mentioned areas (e.g. Journal of Interactive marketing, MIS Quarterly,
Computers in Human behavior, Research policy, Technovation, International
Journal of Research in marketing, etc.). In each area there were chosen journals of A
and B categories and its publications for the last ten years were analyzed by

” « » o« »n

keywords: “gamification”, “gamified systems”, “games in human behavior”, “survey
gamification”, “marketing surveys efficiency”. Derived results were sorted by topic
relevance, quality and connection with online marketing surveys. Results were
organized in two parts: theories of motivation and interconnection between
gamification and marketing survey design. Results of the analysis is presented in a

research below.

The concept of gamification arose as an attempt to apply the results of research in
the field games’ study to create a more pleasant user experience in non-game
systems. Despite the fact that gamification is intended to create an individual's
feelings similar to those experienced during the game, gamification is not a full-
fledged game, but only adapts some features of games to increase the motivation of
individuals to perform certain actions [Huotari, Hamari, 2019]. In the context of
surveys, the goal of applying gamification is to increase the response rate, their
involvement, and also to create a pleasant experience of participation in the study.

To define the gamification is necessary to go back for definition of a game itself. The
very concept of games is not uniquely defined nowadays, especially with rapid

development of mobile games industry which has changed gaming landscape
- - - - - |
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sufficiently. There are at least 60 different definitions of games, each of which
describes the personal views of its author (Stenros, 2017). Differences in definitions
are caused by the author's idea of which activities should be included in the concept
of the game.

It should be noted that the concept of games in the Russian language includes 2
different types of game activities, only one of which is associated with the concept
of gamification. In Caillois (1958), these 2 types are called paidia and ludus. The first
of these paidia refers to the term “play” in English and defines a free, expressive and
improvisational form of play activity. In contrast, ludus defines activity, structured
by rules and pursuing a specific goal. The latter type of game activity is associated
with the concept of game in the English language and, accordingly, with the concept
of gamification. Thus, in the future, only the last type of gaming activity will be
considered.

The very concept of games is quite often defined through a set of certain conditions
or characteristics that together can determine it. Based on the analysis of various
definitions of the game, Juul (2003) identified 6 characteristics that are common to
different games. Its definition prescribes the following characteristics for games:

1. The game is based on the rules.

2. The outcome of the game is different.

3. Game outcomes correspond to different levels of value.

4. The playing individual makes an effort to achieve the desired outcome.

5. Players are committed to achieving the result, i.e. experiencing positive
emotions when winning.

6. The consequences of the same game can both affect the outside world and
have no influence on it.

According to Huotari and Hamari (2012), most of these definitions have 2 common
characteristics that can be defined by games: the system component and the user
experience component, which describes the individual’s voluntary involvement in
the game process. In addition, they also identified a number of features that may be
characteristic of certain types of games: the presence of rules, the presence of
conflicting goals, the uncertainty of the outcome, hedonistic pleasure, suspense and
a feeling of playfulness that relates to the experience user have in games like ludus.

However, in this research, the games will be determined in accordance with the
definition of Juul (2003), because this definition describes not only the game system,
but also how a person can interact with it. In addition, this definition refers to the
|
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fact that an individual takes part in games for pleasure, which is an important aspect
when separating the concepts of game and gamification.

The term “gamification” was firstly used in 2008 on the Bret Terryl blog. He defined
this concept as «borrowing game dynamics and using them in other web resources
to increase engagement of [users]». In 2011 it was proposed to define gamification
as the use of game elements in a non-player context [Deterding et al., 2011]. This
definition is the most frequently cited in scientific papers, but some researchers
believe that the definition has several serious flaws. Werbach (2012) and Huotari,
Hamari (2012) presented their versions of the definition, considering gamification
in the context of persuasive design and marketing of services, respectively.
However, the scientific community still did not reach agreement on the meaning of
the term gamification.

According to the article by Huotari et al. (2017), only 3 reviewed definitions are
presented in the academic literature: Deterding and Werbach, as well as the
definition from the earlier work of the authors of the article. In view of the most
frequent use of the definitions presented in the work of Huotari et al. (2017), they
will be subjected to further analysis.

Deterding et al. (2011) draw a line between serious games (games used for
educational purposes) and gaming. According to the authors, gamification is not a
full-fledged game. Instead, gamification uses only game elements, which separates
it from games. At the same time, gamification is also intended to engender a gaming
experience and the corresponding state of playfulness that occurs in games like
ludus. In that definition, gamification only adapts the game elements in its design
and provides a structured gaming experience.

This definition has been criticized by other researchers for several reasons.
Werbach (2012) indicates that there is no universal list of game elements. Huotari,
Hamari (2012), Seiler et al. (2017) and Werbach (2012) also point out that this
wording does not take into account the importance of user experience. According to
Werbach, certain activities correspond to the definition, which obviously cannot be
considered gamified. So passing exams can be an example of gamification: firstly,
the exam is held in a non-player context, secondly, the score obtained can be
regarded as an example of a game element.

In order to eliminate the shortcomings of the previous definition, Werbach
proposed the following formulation of gamification - ‘the process of changing
activities towards greater gameplay”. This definition focuses on creating game-like
experience. This also eliminates the inaccuracy of the wording of previous
definition, associated with the need to identify game elements.
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Unlike the previously presented versions, Huotari and Hamari based their definition
on the theory of marketing services. In their opinion, the design elements of games
can be considered as services, and the games themselves as a system of services.
Accordingly, they define gamification as "the process of enriching a service with
gaming experience with the goal of creating additional value for the user." The
advantage of this definition compared to the definition is the focus on the user
involved in gamification, as well as ensuring the creation of additional value for him.
Despite its merits, the definition of Huotari and Hamar is criticized by other
researchers. Thus, according to some authors, the relationship between the theory
of marketing services and the concept of gamification is uncertain [Dimec, 2017]. In
addition, according to Werbach, the definition of Huotari and Hamari is difficult to
understand, which complicates its use (Werbach, 2012).

In the context of gamification in marketing surveys, the definition of Deterding et al.
(2011) seems to be the easiest to understand and use when creating gamified
surveys. It is also allowing to separate the definitions of a game and gamification in
the context under study. Moreover, in the attempt to make gamified survey it is
almost inevitable are made to avoid game elements, which allow to improve the
experience of participation in the study and compare the efficiency by changing
nothing but that element. In this sense, gamification is intended to ensure the
desired behavior of respondents when participating in a survey by improving the
experience of passing it, and not to create a full-fledged game, in which respondents
would take part purely for pleasure.

Usage of gamification in developing of marketing surveys usually come to two
approaches: soft and hard gamification [Bailey, Pritchard, Kernohan, 2015]. The
presented approaches differ from the approaches to gamification, used in studies of
the use of gamification in other areas. Most of the works that investigate the
influence of gamification on the motivation of users of crowdsourcing platforms and
intranets rely on the introduction of various game elements into the existing system
(for example, points, trophies, rating systems) [Morschheuser et al., 2017; Baptista,
Oliveira, 2017; Morschheuser et al.,, 2018; Koivisto, Hamari, 2019; Hassan, Hamari,
2019]. A similar approach was adapted in the field of research of online surveys
[Harms et al,, 2015; Schacht et al., 2017].

Soft gamification describes the change of individual questions so that they give rise
to an experience similar to a game. The author of this approach is John Pouleston
(2011). One of the possible techniques of gamification in this case is the use of
personalized questions suggesting that the respondent is in a certain scenario (for
example, buying products without any restrictions from the budget). In addition, an
example of soft gamification can be the use of functional-visual elements when
designing a survey, for example, the possibility of assigning response options to a
certain category by dragging them into the appropriate window.
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Hard gamification is an approach to surveys’ gamification, which is based on the
creation of a game into which the survey itself is integrated. In some cases, the
respondent may not be aware that he is actually participating in the study. A similar
approach was developed by Betty Adamou as a method of encouraging participation
in commercial marketing research. In her opinion, the use of games in marketing
research allows us to improve the experience of participating in a survey, and also
allows us to make the survey more attractive to a children's audience, which
otherwise might not be interested in participating [Adamou, 2011].

Each of the existing approaches to surveys’ gamification, however, has its
limitations. In the case of soft gamification, these limitations are the validity of the
answers when changing the wording of the questions, as well as the simultaneous
use of a high number of different techniques, which complicates the assessment of
the influence of each of them separately.

The limitation of hard gamification is the complexity of the interface being created,
which may interact with the respondent’s gadget incorrectly. In addition, the
development of such a survey may require a significantly larger amount of time and
money than the development of a non-gamed questionnaire.

The approach of Harms et al. (2015) correlates with the approach to the study of
gamification used in other areas. Its use allows to somewhat correlate the results of
research in the field of gamification of online surveys and research on the use of
gamification in other areas. For this reason, this approach seems to be more
promising when developing game-based surveys.

To sum up, despite the perceived similarity of the concepts, the game and the
gamification are different constructs. The game is a voluntary activity, the
motivation for participation in which is to receive pleasure. At the same time,
gamification is intended only to improve the experience of participation in
marketing surveys to ensure higher response rates, a lower proportion of
respondents who have not completed the survey, as well as a positive perception of
the survey as a whole. At the same time, the respondent should not take part in the
survey purely for playing pleasure. Such behavior may lead to a lower level of
attention to the survey, and as a result, reduce the quality of the data obtained
[Keusch, Zhang, 2015].

There are several approaches to gamification of surveys [Harms et al.,, 2015; Bailey,
Pritchard, Kernohan, 2015; Schacht et al, 2017], but each of them has its
disadvantages amongst which are potential complexity, over-gamification and
neglecting personal characteristics of participants. Therefore, it is necessary to
consider underlined assumptions of respondents’ behavior in gamified systems due
to find out alternative solutions for effective marketing research structure.
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Theories of motivation in gamification research: due to the small number of
research in the field of gamification of surveys that would be based on any theory of

motivation when studying the behavior of respondents, this section presents an
analysis of studies about the use of gamification in other areas. In this case, the
research was selected in such a way that the field of application had any general
characteristics using gamification in surveys. The choice was made in favor of
research on the use of gamification in the field of crowdsourcing, mobile
applications, as well as intranets, because these platforms provide incentives for the
user to create any data (for example, drawing up figure captions, sharing knowledge,
etc.).

Technology adoption models: the technology adoption model is one of the most
frequently used theories to explain the intent to use gamified systems [Hamari,
Koivisto, 2015; Landers, Armstrong, 2017; Rodrigues et al., 2016; Aparicio et al,,
2019]. This model describes characteristics that determine the adoption of a certain
information technology by users. These characteristics are the perceived utility of
the technology and the perceived ease of use [Davis, 1989; Venkantesh et al., 2003].
It should be noted that the model focuses not on the objective characteristics of the
technology, but on the perception of its users. Thus, the technology adoption model
overlaps with the theory of motivational capabilities, which also suggests that the
subjective experience of using the system may differ from the one intended by the
creator of the system.

The perceived utility of the technology is a value that reflects the degree of user
confidence that the technology used will increase its performance. In the context of
gamification, the perceived utility of a technology can be considered as matching the
goal of gamification and user behavior. In the context of a gamified system focused
on promoting a certain brand, the perceived usefulness can be considered to be how
successfully the system forced the user to think about the products of a certain
brand [Yang, Asaad, Dwivedi, 2017].

In the context of adopting non-game technologies, perceived utility is a stronger
predictor of intent to use the system [Smith, 2008; Davis, Bagozzi, Warshaw, 1989].
Corresponding results were obtained when studying the use of gamification in a
marketing campaign [Yang, Asaad, Dwivedi, 2017]. In contrast, some research did
not reveal the effect of perceived utility on the intention to use the system
[Rodriguez, Oliviera, Costa, 2016 (a); Rodriguez, Oliviera, Costa, 2016 (b)] or
revealed a stronger influence of perceived ease of use on this parameter [Herzig ,
Ameling, Schill, 2015; Hamari, Koivisto, 2015).

Some authors suggest that using the technology adoption model in the context of
gamification is unreasonable [Lee, 2014]. Since the introduction of gamification is
supposed to be an improvement of the already existing systems through the
introduction of opportunities to create a fundamentally new experience of use. For
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this reason, the focus in the design of gamification should be shifted from the

characteristics of the system to the pleasure that the user receives when interacting

with it. Thus, the technology adoption model may explain the intention to use the

original system, however, the motivation for adding gamification should be

measured using other parameters, for example, perceived enjoyment from use,
perceived fun, or gaming experience in use.

The concept of flow: the concept of flow was proposed by M. Csikszentmihalyi in the
book “Flow: The Psychology of Optimal Experience” [Csikszentmihalyi, 1990]. In the
field of gamification research this work also received some attention [Kasurinen,
Knutas, 2018]. In fact, some papers indicate that the flow state can be achieved using
gamification but does not fully reveal its effect on the gamification user [Nicholson,
2015; Hamari, Koivisto, 2014].

The concept of flow itself describes the state in which a person is fully involved in
the execution of the current task. In a state of flow, a person loses the sense of time
and is distracted from any other thoughts [Csikszentmihalyi, 1990]. At the same
time, optimal experience is achieved when the human mind is completely immersed
in the activity being performed, and the person himself feels pleasure from this
activity.

Presumably, the state of the flow should have a positive effect on the individual's
intention to use the gamified system, as well as on the duration of use of this system.
However, research in the field of gamification, based on the concept of flow, revealed
that the state of flow is a weak predictor of intention to use the gamified system
[Herzig, Ameling, Schill, 2015; Suh et al., 2017]. It is worth noting, however, that
various studies used different methods for measuring flow, which makes the
comparison of results not completely unreliable.

The state of the stream is more suitable for describing long-term activities such as
learning, playing sports or participating in computer games. At the same time, the
duration of participation in the survey is incomparable with the amount of time that
is usually allocated to these types of activities. From this point of view, the flow
concept is suitable for studying the behavior of users of gamified systems, but not
gamified surveys.

However, some of the conditions necessary to achieve the flow condition must be
taken into account when creating gamified surveys, since their absence may
adversely affect the intention to participate in the survey. The list of these conditions
may include the presence of precise instructions regarding interaction with a
gamified survey [Brownwell, Cechanowicz, Gutman, 2015], and also suitability of
the task to the respondent’s skills (if there is no such balance the quality or number
of responses may decrease [Cechanowicz et al., 2013].
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Self-determination theory: number of gamification research use the theory of self-
determination and its sub-theories as a theoretical basis [Kapp, 2012; Aparicio et al.
2016; Nicholson, 2015; Seaborn, Fels, 2015]. In accordance with this theory,
motivation is divided into 2 types: internal (intrinsic) and external (extrinsic) [Ryan,
Deci, 2000 (a)]. Intrinsic motivation refers to actions performed because their
performance brings satisfaction rather than the consequences of the actions
themselves. In contrast, extrinsic motivation appears in situations where certain
actions are performed in order to achieve a certain result [Ryan, Deci, 2000 (a)].

The basis of intrinsic motivation is the satisfaction of 3 basic needs: the need for
autonomy, the need for competence and the need for interrelations with other
people.

The theory of self-determination theory includes 5 sub-theories, some of which can
be associated with the motivation of users of gamification [Mekler et al., 2017]. So
the theory of cognitive evaluation claims that events that contribute to the
emergence of a sense of competence, positively affect internal motivation. This
effect, however, will be made only in the case when a person also experiences a
feeling of autonomy. This feeling depends on how the individual interprets events
external to him, for example, receiving feedback about his actions. The same events
can be perceived by different individuals as controlling (i.e., undermining the sense
of autonomy) and informing depending on the individual’s casual orientation [Ryan,
Deci, 2000 (b)].

Self-determination theory is the basis for several frameworks for creating
gamification. Nicholson proposes to use this theory to create meaningful
gamification for the user, which will stimulate intrinsic motivation [Nicholson,
2012]. In another research a gamification implementation model that takes into
account how the needs of the self-determination theory can be satisfied with the
help of various game elements was developed [Aparicio et al., 2012].

It was revealed that the gamification of feedback changes its perception, making it
less controlling in the opinion of the individual [Kumar, 2013]. Accordingly, the
introduction of gamification has a positive effect on the satisfaction of the need for
autonomy [Kim, Ahn, 2017]. Other studies have shown the positive impact of certain
game elements on the need for competence, autonomy, as well as in interrelation
with other people [Seiler et al., 2017; Suh, Wagner, Liu, 2016].

Part of the research has focused on the effect of satisfying domestic needs on the
intent to use the gamified system. For example, it was revealed the positive effect of
satisfying domestic needs on the pleasure gained by using the system, as well as on
the intention to use this system [Suh, Wagner, Liu, 2016]. However, such work
recruited respondents from among the current users of gamified applications or
platforms, which could have caused a slight shift in results. Thus, such studies can’t
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predict the experience of those users who chose to abandon the use of the
application or platform.

It should be noted separately that many works that take the theory of self-
determination as a theoretical basis investigate the behavior of users of
gamification, not dividing them depending on the characteristics of their
personality. According to some researchers, this approach does not allow to
accurately determine the individual user experience [Ferro et al., 2013]. In fact, the
game elements that form the basis of a gamified system only set the possibilities of
the gaming experience [Van Vugt et al,, 2006]. At the same time, the user experience
itself depends on the perception of these possibilities, i.e. whether the user is aware
of their existence, as well as whether he uses these capabilities. Thus, different game
elements can in different ways influence the motivation of different users, which is
currently not taken into account in such studies.

Summarizing, we can say that at the moment, studies based on the theory of self-
determination have shown a positive effect of satisfying internal needs on the
intention to use gamification [Kim, Ahn, 2017; Sailer et al., 2017]. Other works have
assured the influence of game elements on the satisfaction of these needs
[Nicholson, 2012; Mekler et al, 2017; Buckley, Doyley, 2016]. At the same time, such
studies do not take into account the individual experience of using and the influence
of game preferences on the intention to participate in gamified activity. These
aspects can predict not only the intention to use the system, but also the intention
to refuse to use it, as well as identify elements, the absence of which may affect the
failure. Thus, the study of the individual characteristics of users will more accurately
predict the success of gamification.

Individual characteristics of participants in gamification: player’s type as
motivational factor

In the context of the study of full-fledged games, the separation of individuals occurs
on the basis of their type. Itis assumed that different types of individuals, in this case
called player types, can be more or less motivated by different game elements
[Busch et al., 2016]. The division of players into types proceeds from the premise
that there are some differences between individuals who remain stable over time
and explain the individual preferences [Bush et al.,, 2016]. In the field of gamification
research there are several main approaches to define player’s type, amongst which:
Lazzaro types of fun, Bartle’s classification, Brainhex model, Hexad model,
Gamification Octalysis, etc. In the following chapter we consider specifics of these
typologies in details. Comparative analysis of described types is presented in
Appendix.

Lazzaro types of fun: the typology of the Lazzaro was created by its author to
describe the reasons why people play games. According to the survey, Lazzaro
|
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identified 4 types of behavioral patterns or types of fun: hard fun, easy fun, collective
fun (people fun), and serious fun.

Hard fun refers to the pleasure obtained by improving the skills necessary to achieve
game goals. Hard fun can cause frustration to the player, but as a result leads him to
the feeling of triumph from overcoming difficult tests. Getting pleasure in this case
depends on the balance of the player’s abilities and the difficulty of the task he
performs.

Easy fun is associated with the pleasure obtained by exploring and expressing
curiosity. Such an experience implies the existence of implicit aspects in the game
that would generate interest and curiosity in the player.

Serious fun refers to the pleasure obtained from a change in the internal state
associated with the game process. In this case, the focus is on the emotions and
feelings of the player, generated by the game.

People fun is based on the emotions that an individual experience when competing
or collaborating with other players. People fun includes the joy of others' failures,
pride in the achievements of their charges, and other emotions associated with the
social side of the game.

Lazzaro types of fun describe a number of factors that can motivate an individual to
participate in various games. At the same time, this typology can hardly be applied
when creating gamified surveys. So, the motivation for changing the internal state
can be realized in the framework of large-scale games with a complex plot, however,
the creation of gamified surveys of such complexity can significantly increase the
research budget. In addition, a change in the respondent’s state can potentially affect
the quality of responses.

Bartle’s typology of players: types of Bartle are one of the most well-known player
typologies. This model was developed by Bartle in 1996 based on an analysis of the
discussions of gamers from the early synthetic MUD (multi user dungeon) worlds
[Bartle, 1996].

The initial version included 4 types of players: Kkillers, achievers, socializers,
explorers. These types are allocated depending on the preferences of the player,
determined by two scales. The first scale determines what the player’s actions are
oriented to. Players can be focused on the game world or on other players. The
second scale determines whether the individual prefers to interact or act within the
game.

In the future, Bartle proposed an extended typology consisting of 8 types of players,
where each of the initial types is divided into 2 subtypes, depending on the indicator

on a scale of implicitness-explicitness. In the context of Bartle’s typology,
|
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explicitness means a preference for the known to the unknown, a preference for

achieving the goals in accordance with the plan for the intuitive movement, a
preference for clear procedures for action on the flow

Bartle player types is one of the most well-known existing typologies [Tuunanen,
Hamari, 2012]. However, its use in the context of studying the motivation of
respondents in a gamified survey has a number of limitations. The possibility of
direct social interaction can have a negative impact on the validity of the data
obtained, as well as cause a bias of answers towards socially acceptable. In addition,
the types of social interactions that generate a negative affect may affect the
respondents' intention to take part in a gamified survey in the future.

The first demographic game design model (DGD1) andthe second demographic game
design model (DGD2)

The DGD1 study was the first attempt to create a model of gaming motivations that
would not be associated with a specific genre of games, as was the case with the
Bartle typology. As part of the study Myers-Briggs typology was used to assess
differences in the personalities of the players [Bateman at al., 2011]. A prerequisite
for the study was the assumption that players with different degrees of commitment
to games (hardcore and casual gaming) have different personality characteristics.
According to this assumption, individuals who identify themselves as avid players
should demonstrate such characteristics of the Myers-Briggs typology as
introversion, thinking and judgment.

According to the results of the analysis, the original assumption about the
differences between the avid and ordinary players was rejected. While avid players
did show a greater propensity for introversion, the rest of the predicted personality
traits could not be linked to the degree of commitment to the games. According to
study, in this case the player’s avidity relates not to the desire to win at any price,
but to whether the games are a hobby of a particular individual [Bateman et al,,
2011]. Such individuals are more inclined to use their imagination during the game
process to create a complex game experience (for example, for understanding the
character's personality, his history and connection with the game world).

Despite the fact that the initial assumptions were rejected, according to the results
of the analysis, it was able to identify 4 types of players: conqueror, manager,
wanderer and participant. A follow-up study of DGD2 did not resort to Myers-Briggs
typology. Instead, the authors preferred the theory of temperament [Berens, 2000].
On its basis, the appearance of 4 different types of game skills that players may
possess, namely tactical, strategic, diplomatic and logical skills, was predicted. The
results of the DGD1 and DGD?2 studies, according to their authors, are only a basis
for further analysis of the players' behavior. For this reason later, the results of
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DGD2 were used as the basis for the Breinhex typology, which will be discussed
later.

Brainhex typology: the prerequisite for its creation was precisely the absence of a
universal typology of players capable of describing the behavior of players of any
kind of games. The authors adapted the “top-down” approach, building on existing
research in the field of neuroscience to highlight possible types of gaming
experience [Bateman, Levengaupt, Nake, 2011]. Subsequently, these types were
certified by empirical data using a specially developed questionnaire [Nake,
Bateman, Mandrik, 2011]. At the moment, the Breinhex typology has been used not
only in the context of games that focus solely on pleasure, but also in studies of
games in the field of health games [Orji et al., 2013], as well as in studies of
gamification [Monterrat et al., 2015].

In accordance with the typology there are 7 types of players: achievers, conquerors,
survivors, socializers, masterminds, seekers and daredevils.

The Breinhex typology is generally perceived by the scientific community more
positively than other player typologies. Firstly, this typology was created to study
games in general, which makes it more effective compared to typologies created to
analyze certain genres of games. Secondly, Breinhex continues to research the types
of players DGD1 and DGDZ, taking into account the shortcomings of these studies.
In addition, more than 60 thousand respondents took part in the Breinhex study,
which makes the findings of the study fairly reliable.

In the context of gamification of marketing surveys, the use of this typology has
limitations similar to other typologies mentioned. Many aspects of motivation,
voiced in this typology, can be implemented in the framework of full-fledged games,
but are hardly suitable as a motivating factor for a survey respondent. So daredevils
and survivors are focused on changing their state. The production of such states
through participation in a survey can affect the quality of the data obtained. In
addition, such game-specific motivation factors may attract those respondents who
may not be interested in the survey itself, which may result in random responses.
Similarly, a conqueror-type motivation, a feeling of triumph, cannot be realized
within a gamified poll without the possibility of a negative impact on the quality of
the data received. Thus, this typology is more focused on the creation of full-fledged
games with a complex plot, which could produce a complex range of emotions for
the player. In the case of a survey gamification, producing additional emotions is an
undesirable aspect.

The typologies presented (with the exception of Brainhex) are criticized by the
academic community due to the narrow application context [Huotari, Hamari, 2015;
Koivisto, Hamari, 2019], the incorrectness of the research method (Bartle types) or
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adaptation of theories that have no obvious connection with the game context
(DGD1, DGD2) [Rubinstein, 2016].

These typologies have intersections with each other. So the motivation of
communication is presented in all the typologies voiced. In addition, common
motivation factors for research, achievement of goals within the game, and testing
are also common. A number of motivations are presented exclusively in certain

typologies.

The typologies mentioned have limitations on the application both in the context of
gamification in general, and gamification of surveys in particular. When using
gamification in surveys, the respondent’s motivation to participate in game-like
activity should not attract excessive resources of attention to themselves. In the case
when the respondent participates in a survey only for the realization of his game
motivation, the responses received may demonstrate an inadequate level of quality.
In addition, a change in the state of the respondent can lead to a shift in results.
Similarly, direct social interaction is undesirable in gamified surveys. Thus, the most
popular gaming motivations have significant limitations in terms of gamification of
polls. For this reason, typologies focused exclusively on studying the motivation of
users of gamification have a great relevance to study the behavior of respondents of
such surveys.

Players types with focus on motivation: many of the player typologies presented
earlier were created on the basis of studying a certain type of games, for example
MMORPG. According to some researchers, this aspect makes their use in the context
of gamification unjustified [Tondello et al., 2016]. Moreover, the use of such
typologies makes sense in the study of only certain types of games, but not games in
general [Tondello et al., 2016; Bateman, Levengaupt, Nake, 2011]. For this reason,
the typologies of players that were either specially created to study gamification
users are considered separately.

Hexad model: to determine the type of user gamification Andrew Marczewski
created a typology Hexad [Marczewski, 2013]. In accordance with this classification,
players of different types can be motivated by external or internal factors to varying
degrees. Thus, the division into types occurred not on the basis of the observed
behavior, but on the basis of motivation factors, which were adapted from the self-
determination theory, and were also partially identified by the author himself. This
“bottom-up” approach (from theory to behavior) differs from the approach used in
the compilation of most existing typologies. This difference lies in the fact that
previous works have tried to post factum justify the observed behavior of players
using psychological theories, which, according to some authors, can lead to
unreliability of the resulting models [Bateman, Levengaupt, Nake, 2011].
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Each of the selected types of Marczewski associated game elements that, in his
opinion, should best motivate such users. According to this typology, there are 6
types of players: philanthropists, socializers, free spirits, achievers, players and
disruptors. Graphically, the Hexad model is illustrated with a hexagon, where each
of the faces is associated with a motivator. The motivational hexagon is surrounded
by a larger hexagon, on the edges of which are indicated player types corresponding
to the motivation factors.

Later with team of authors Hexad model has been tested on the basis of survey
which has been developed earlier [Tondello et al., 2016]. They also conducted a
study to check the correspondence between the type of user and the most optimal
game elements. They revealed the presence of preferred game elements for players
of all types with the exception of philanthropists.

When creating the Hexad typology, the top-down approach was adapted, which
distinguishes it from the others presented earlier for the better. In addition, this
typology has a questionnaire designed to determine the type of player, the validity
of which was tested by its authors [Tondello et al., 2019].

The use of the Hexad typology allows us to avoid a number of limitations that exist
within the framework of typologies aimed at studying full-fledged games. Thus, such
typologies suggested the presence of direct social interaction, which may be
undesirable when gamification of polls. In the case of the type of social worker
Hexad, the interaction with other users is not necessarily implemented directly.
Instead, the needs of social workers can be met by integrating elements of social
comparison and social research, in which the respondent can be provided with data
on the number of survey participants, their distribution by basic demographic
characteristics, etc. In addition, within this approach, the respondent can also get
data on survey results after its completion. Motivation of philanthropists can be
realized by pointing out the value of the respondent’s participation in this study.
Similarly, the motivation of all types of Hexad typology can be affected by various
elements of the gamified poll, which makes this typology more relevant for studying
gamification of polls than typologies aimed at studying full-fledged games.

Gamification Octalysis: the gamification model Octalysis was developed by
gamification specialist Yu-Kai Chou based on his many years of experience in this
field. This model includes 8 basic drivers that motivate users of gamification: self-
importance, achievement, self-improvement (mission), ownership, social influence,
limited resources, secrecy and the avoidance of negativity [Choi, 2015].

It should be noted that 4 out of 8 elements of the Octalysis model have no analogues
among other player typologies. These elements: avoiding negativity, secrecy, limited
resources and a sense of ownership, have a strong business orientation, as they can
encourage consumers to take part in a gamified program in a timely manner. In
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contrast, other typologies are oriented either to the widespread use of gamification

in various fields, or to the creation and improvement of games, which does not
necessarily require user participation in a strictly limited period of time.

Graphic designation of the model Octalysis is an octahedron, at the apexes of which
motivators are located. The motivational octahedron is surrounded by a larger
octahedron, which is used to assess the quality of the application of gamification in
a single case. Deleting a vertex of an external octahedron from the verge of an
internal one shows how elaborated a particular motivation driver is in the example
under study.

Yu-Kai Chou divided all drivers of participation in gamification into 2 types: drivers
of the left and right hemispheres. Drivers related to logic, analysis of alternatives
and ownership belong to the left hemisphere. These drivers are related to the
player’s external motivation. By the right hemisphere are drivers associated with
creativity, self-expression and social interaction. The components of the right
hemisphere are motivating in themselves, i.e. cause the internal motivation of the
individual.

In addition, the factors of motivation for Octalysis are divided into black and white.
White factors are presented at the top of the model. These factors allow users to
show their creativity, achieve mastery, overcome difficulty, etc. The impact of white
factors is based on positive emotions. In contrast, black factors can give rise to
negative emotions associated with the fear of loss, the inability to get what you want,
etc.

Thus, the model Octalysis is not a typology of the player in its pure form. Instead, it
is a framework for developing high quality gamified services. The model is often
used to assess the quality of gamification in various areas. However, there are other
methods of applying the model. There was a study which utilized this typology and
questionnaire has been developed to determine the extent to which each driver
describes the motivation of an individual [Freitas et al., 2017]. The disadvantage of
this questionnaire is a small number of questions (1 for each driver). Thus, the
Octalysis model can be used to determine the types of users of gamification, but
there is a need to develop and test a special questionnaire.

Conclusion

Currently online consumer surveys are one of the most frequently used marketing
research tools. Using such a tool has several advantages, such as low development
costs, the possibility of reaching a wider audience, as well as ease of data processing
[Evans, Mathur, 2005]. However, this form of surveys shows lower response rates
than other forms of consumer surveys [Sachs, Gilmartin, Bryant, 2003]. Low
response rate may have a negative impact on the quality of data obtained from the
|
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survey results. Thus, marketers are faced with the need to find ways to increase the
response rate to online surveys. One of the possible methods to increase the
motivation to participate in the survey is to use gamification.

Various studies in the field of gamification of surveys revealed the positive impact
of gamification on the pleasure obtained by participating in a survey, the perceived
ease of passing the survey, as well as the number of answers to various questions
and the length of answers to open questions. Thus, gamification stimulates the
desired behavior of the respondents by improving the experience of participating in
the survey. At the same time, an increase in the motivation to participate in the
survey may be associated with various psychological aspects of the respondent’s
experience. So, some research by users of gamification associates the intention to
use gamified information systems with the characteristics of perceived ease of use
and perceived utility of the system. These aspects may describe the features of the
experience of participating in complex gamified surveys with a large number of
game elements, but are not suitable for describing the motivation of respondents as
a whole. In addition, gamification can provide opportunities for immersion in a state
of flow, as well as to meet internal needs for competence, autonomy and
interconnection with other people. Meeting these needs can have a positive effect
on the intent to use the gamified system. However, these aspects of motivation
describe the experience of the average user, regardless of his preferences for the
presence of certain game elements and the possibilities of interaction with them.
According to some authors, when creating gamification, the consideration of such
personality traits allows you to create more attractive systems for different users.

Existing research in the field of user experience from gamification often use the
technology adoption models, the concept of flow, and the theory of self-
determination to study the motivation of users of gamification. However, the
application of these theories has several disadvantages. The technology adoption
model is applicable rather to describe the properties of systems into which
gamification is integrated, than to describe gamification itself. This model can be
used to evaluate surveys using hard gamification, however, in other cases its use is
unnecessary. The application of the flow concept in the framework of gamification
of surveys is questionable, since the time of interaction between the respondent and
the survey is short. For this reason, achieving a flow condition when participating in
a survey is unlikely.

Studies based on the theory of self-determination, revealed the effect of satisfying
internal needs on the user's intention to use gamified systems, and also correlated
the presence of certain game elements with the satisfaction of these needs.
However, such studies do not take into account the peculiarities of the individual
experience of the respondents, as well as the influence of their preferences on the
intention to use or not to use the system. The study of such preferences may allow
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us to identify the reasons for refusing to participate in a gamified survey, and
accordingly make adjustments to the design of the survey to eliminate them.

In the context of gamification, such preferences are described by player types. This
approach to the study of various users of the system has been adapted from the field
of studying computer games. Thus, the generation of complex emotional experience
that attracts participants to games can have a negative impact on the quality of the
data obtained from the results of the survey.

Therefore, it can be concluded that matching a gamification design to a player’s type
can have different effects on different types of respondents. At the same time, the
level of pleasure from participating in might be a predictor for intention to
participate in such a survey in the future. Accordingly, gamification can be used
when creating surveys to increase the level of satisfaction of respondents and as a
result to increase the intention to participate in similar surveys in the future.

Thus, the motivation to participate in gamified marketing surveys may depend on
the type of player and the correspondence of the gamification elements to the type
preferred. For this reason, further research aimed at studying the motivation of
respondents belonging to different types of players is relevant.

Here we can suggest that there are various approaches on gamification
implementation for boosting marketing surveys’ efficiency. Emerging character of
gamification as a field of study bring certain challenges into decision-making
process about gamified surveys for marketers. From one hand there are tested
approaches [Harms et al., 2015], which have its disadvantages but proving track of
records and understandable limitations. From another hand there are interesting
and modern approaches [Tondello et al., 2019] which weren’t tested in the context
of marketing surveys. Engaging nature of such approaches promise an increase in
pleasant experience among participants, but demands additional customization
costs and leave the question about participant’s reaction on manipulation intent and
some techniques impact size. It is important for researchers to pay attention to the
matter of gamified surveys potential and find an optimal solution for its
implementation. It is also necessary to establish what effects each gamification
element has not only on satisfaction of internal need of participant, but how it
correlates with cognitive load suitability, persuasion knowledge and, finally, will it
affect the results of the survey together with the experience participants will get
from it.
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Appendix

Comparation of studied players’ typologies

Octalysis’s Hexad Brainhex DGD1 Bartle’s Lazzarro’s Self-
motivational model typology typology determination
factor theory
Accomplishment | Conquer Conqueror Conque  Achiever Hard fun Need for
or ror competence
Scarcity Free Seeker Wander Explorer Serious fun Need for
spirit er autonomy
Social influence Socialize  Socializer - Socializer People fun Need for
r relatedness
Avoidance Player Survivors Particip - - Extrinsic
ant motives
Ownership Player Mastermind  Manage - Serious fun Need for
r competence
Meaning Achieve  Philanthropi - Achiever - Need for
r st relatedness
Empowerment Disrupto  Daredevil - Killer Hard fun Extrinsic
r motives

Adopted from: [Choi,2015; Tondello et al.,, 2016; Nacke et al., 2014; Bateman et al.,, 2011; Huotari, Hamari, 2014; Ryan,
Deci, 2000]
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Abstract: We study the legal provisions of the 92 European systemic banks from 18
countries in the years 2008-2017. Since the legal provisions can be viewed as a
mechanism for disclosing information to capital markets, the creation of legal provisions
is determined by two main factors: the risk taken by the bank and the managerial
incentives to disclose the information on the risk taken. Our results show an initial
negative relationship between free cash flow (our measure of managers ’discretionary
investments) and legal provisions even when we control for the risk taking. We also find
that some internal and external mechanisms of corporate governance do play a mediating
role. In this vein, we find that the independence of the board of directors has a moderating
effect, so that independent boards lead to create more provisions as a caveat for future
lawsuits. Similarly, we also find that a better institutional framework (both in terms of
quality of the laws and lack of corruption) amplifies the positive influence of the board of
directors.

Introduction

Slightly more than ten years after the triggering of the financial crisis, the banks
worldwide have had to face an endless number of lawsuits, whose risk is supposed to have
been covered by legal provisions. Whereas in these latest years we have witnessed some
of the consequences of such lawsuits, we still lack enough studies about the drivers of the
legal provisions. Some anecdotal evidence may result illustrative.

In 2014, Banco Espirito Santo was rescued by the Portuguese Government and divided
into a good one, Novo Banco, and another bad one destined to disappear. In December
2015, the bonds belonging to Novo Banco were transferred to the bad bank, with the
corresponding loss of value. As a result, the legal provisions of Novo Banco reached very
high values in this period, jumping from 42.7 million euros in 2014 to 132.9 million euros
in 2015. In 2016, international bond holders such as BlackRock and Pimco initiated legal
actions against Banco de Portugal. In Spain, in June 2017, the failure of Banco Popular
generated a multitude of complaints from different stakeholders. It should be noted the
concentration of control in Angel Ron, being CEO and chairman of the board at the same
time, and the risky strategy in mortgage investments. As a consequence, the Santander
(the acquiring bank) had to create some legal provisions recognizing the expected
increase in litigation. Another example is Lloyds Bank, about which a simple search in
Google shows some potential sources of risk for the bank: personal slips of the CEO in
2016 that affected the bank and a computer attack in 2017. In the most recent years there
has been a dramatic increase on its legal provisions: to 1.339 million in 2016 and 2.778
million in 2017.

Moreover this anecdotal evidence, there is a growing concern about the legal
responsibilities of banks in the aftermath of the crisis. In this context, the legal provisions
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can be seen as the recognition of the legal risks and as a tool to anticipate possible
accounting losses due to legal claims. The years prior to the crisis can be characterized by
the deregulation and the low interest rates that enabled the availability of money. This
abundant money supply could have led some banks to overinvestment and to a wrong
risk management (Acharya & Naqvi 2012; Huang et al. 2018; Chen et al. 2019). Thus, the
legal provisions of banks are closely related to the risk taken by these institutions and
arise as a topic that calls for research in order to know to which extent the creation of
provisions has been a sensible response to the likelihood and estimated impact of the
claims.

Most of the firms have had to develop and invest in their compliance departments, as
shown by the increase in consulting services (Expansion 2017, 2018e), and banks are not
an exception (The Guardian 2017; Expansion 2018b, a, c, f). Partially related to this
increasing responsibility, the banking regulation has grown considerably in recent years.
Although this regulation aims to improve the health of the financial system, it might have
unintended side effects (Barucci & Milani 2018; Danisewicz et al. 2018; Expansion 2018d;
KPMG 2018). For instance, banks can have been forced to a formal compliance of the
capital requirements even at the customers ‘expense (Ertiirk 2016; Banerjee & Mio 2018).

The managerial motivations to recognize risks and, consequently, to create provisions can
be curbed both by internal and external mechanisms of control. In turn, we study the
effect that both the board of directors and the legal and institutional framework can have
on legal provisions. The board of directors is in the apex of the mechanisms of corporate
governance and an effective means to supervise managers discretionary decisions
(Jensen 1993). The degree of investor protection and the institutional characteristics of
each country can improve the disclosure on banks risk policy. Similarly, the level of
corruption in the country can exacerbate a possible discretionary use of legal provisions.

We find an initial negative relationship between free cash flow (our measure of
managers 'discretionary investments) and legal provisions even when we control for the
risk taking. It means that more discretionary decisions of managers do not mean more
recognition of future legal responsibilities. Furthermore, managers seem to hide the risk
taken by creating less provisions. Nevertheless, we also find that the independence of the
board of directors has a moderating effect, so thatindependent boards lead to create more
provisions as a caveat for future lawsuits. We also find that a better legal framework
amplifies the influence of the board of directors.

We contribute in two ways to the literature. First, we pioneer the quantitative analysis of
the legal provisions. Although legal provisions must be reported in the annual financial
statements, there are not standard requirements on the report format. As far as we are
aware, our research is the first step in quantifying the bank legal provisions in the
international arena. Second, we go a step forward by analyzing how the recognition of
risks is shaped by both the internal and the external mechanisms of corporate
governance.
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The remainder of the paper study is structured as follows. Section 2 discusses the
theoretical arguments and develops our testable hypotheses. Section 3 sets out the
empirical design and introduces the data and the empirical method. Section 4 presents
the results. Finally, Section 5 concludes by summarizing the most important implications
and suggesting some directions for future research.

Theoretical framework and hypotheses

The basic accounting rules for provisions are standardized in the International Financial
Reporting Standards (1998), which defines provisions as “liabilities of uncertain timing
or amount”. The IFRS also establish that “a provision should be recognized when, and only
when: (a) an entity has a present obligation (legal or constructive) as a result of a past
event; (b) itis probable (i.e., more likely than not) that an outflow of resources embodying
economic benefits will be required to settle the obligation; and (c) a reliable estimate can
be made of the amount of the obligation”. The IFRS note that it is only in extremely rare
cases that a reliable estimate will not be possible. 5

Banks can report different kinds of provisions but, as the IRFS affirm, the legal provisions
have a particular unclarity. From this standpoint, provisions can be seen as the
recognition of the potential obligations faced by the banks that may arise from prior
investment or financial decisions. Thus, legal provisions are driven by two-level
motivations: at the firm level, legal provisions are a result of the potential liabilities with
the bank stakeholders (employees, depositors, shareholders, customers, etc.). At the
managerial level, legal provisions are supposed to be related to managers ‘assessment of
corporate risk, as "the estimates of outcome and financial effect are determined by the
judgement of the management of the entity, supplemented by experience of similar
transactions and, in some cases, reports from independent experts”®. Consequently, legal
provisions are not only affected by the estimation of the consequences of possible claims
but also by the managerial interests and incentives to recognize such claims. In turn, our
theoretical framework should cover two levels of decision: the corporate disclosure policy
and the mechanisms (both internal and external to the bank) that can curb managerial
self-interested decisions.

Legal provisions and managerial discretionary decisions

The credit facility and the low interest rates in the years before the 2008 crisis have
resulted in an environment with abundant cash flow available for firms, which can have
resulted in firms ’overinvestment. High cash flows allow managers to overinvest and
make suboptimal investments at the expense of the other stakeholders (Richardson 2006;
McNichols & Stubben 2008). While this overinvestment process has been widespread,
banks and financial institutions have been charged with being major causes of the

5 IAS 37, Introduction, n. 2

6 JAS 37, n. 38
1 —
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financial crisis (Kirkpatrick 2009; Acharya & Naqvi 2012; Akbar et al. 2017; Huang et al.
2018; Chen et al. 2019).

Irrespective of the risk-return relationship, overinvestment in many cases can result in
higher corporate risk, which should be reflected anyhow in the financial statements. Given
that legal provisions are the recognition of potential obligations arising from prior risky
decisions, the provisions should reflect —depending on the impact and the probability—
the situation that result from the reactions of stakeholders to the bad investment or
excessive risk taking.

Consequently, as managers are supposed to estimate the provisions, the riskier
managerial decisions enabled by higher cash flow availability should be translated in
more legal provisions. However, the recognition implied by the legal provisions is
conditional on the managers ‘personal interests. In fact, prior literature shows that
managerial personal traits and incentives can moderate the risk taking in banks (Guo et
al. 2015; Palvia et al. 2015). Managers can be reluctant to recognize to have taken
excessive risk and the previously stated relationship between discretional cash flows and
legal provisions can be blurred by managerial self-interest.

Therefore, we expect that the relationship between managers ’discretional behavior and
legal provisions is driven by two opposite forces. On the one hand, the disclosure policy
of the bank to provide the stakeholders with relevant information should lead to a positive
relationship in the sense that more discretionary risky investments should be translated
in more recognition of the risks. On the other hand, managers ’self-interest in order to
hide non-optimal investments would lead to a negative relationship. In turn, the
relationship between discretional cash flow and legal provisions can be stated in a dual
way as follows:

Hla: There is a positive relationship between banks “discretional cash flows and legal
provisions.

H1b: There is a negative relationship between banks ’discretional cash flows and legal
provisions.

Legal provisions and boards of directors

As it is widely known, the corporate governance mechanisms can attenuate the
discretionary behavior of managers. The board of directors arises among the most
effective internal mechanisms of corporate governance. Boards are usually charged with
three main duties: managerial oversight, provision of critical resources and strategic
guidance (Adams et al. 2010). Although conditional on a number of issues, the literature
has often underlined the monitoring of managers as the main duty of the board of
directors (Huse et al. 2011).
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There is a number of board characteristics that can impact on their functioning: size,
independence, activity, CEO duality (Andrés & Vallelado 2008; Fracassi & Tate 2012; Chou
etal. 2013; Kim et al. 2014; Muravyev et al. 2014; Villanueva-Villar et al. 2016). As far as
risk taking strategies are concerned, previous literature has shown a conflicting
relationship between board size and corporate risk (Pathan 2009; Nakano & Nguyen
2012; Huang & Wang 2015), and a negative relationship between board independence
and risk taking (Gonzalez & André 2014).

Specifically in the financial industry, the boards of directors of banks have several
particular characteristics, among which we highlight the higher independence (Arun &
Turner 2004; Andrés et al. 2012; Garcia-Meca et al. 2015; John et al. 2016). Board
independence is likely to be one of the most influential issues for managerial oversight
(Lei & Deng 2014; Muravyev et al. 2014; Akbar et al. 2017). Independent directors are
supposed to act on behalf of the minority shareholders and to improve corporate
transparency. Indeed, organizations with less independent boards and chairman being
simultaneously the CEO seem to have lower disclosure (Chen & Jaggi 2000; Eng & Mak
2003; Gul & Leung 2004; Cheng & Courtenay 2006; Huafang & Jianguo 2007; Sihombing
& Pangaribuan 2017). Interestingly, Akbar et al. (2017) find a negative relationship
between independent non-executive directors and corporate risk taking behavior in
British banks. In the same vein Erkens et al. (2012) underlines the importance of
corporate governance in banks performance during the crisis through firms ’risk taking.

We posit that board independence is an effective issue to force managers to disclosure
information on risk taking. Since the availability of higher cash flows can lead to more and
riskier corporate investments, more independent boards should result in incentives to
managers for a timelier recognition of this risk through legal provisions. Thus, the
influence of an independent board will be positive in order to strengthen the alignment
of interests with other stakeholders. Consequently, our second hypothesis is stated as
follows:

H2. The independence of the board of directors positively moderates the relationship
between banks ‘free cash flows and legal provisions.

Legal provisions and the institutional setting

Corporate risk taking decisions can be affected by legal, institutional and cultural factors
from the setting in which the firm operates (Acharyaetal. 2011; Li et al. 2013). Among all
these factors, we focus on two of them to which the literature has paid much attention:
the legal protection of investors and the legal quality of the environment (La Porta et al.
1998; La Porta et al. 2000; Djankov et al. 2008). These authors classify the countries into
two groups (common law and civil law countries), with the former providing better legal
protection to investors. Acharya et al. (2011), Levine (1998), and Peni and Vdahamaa
(2012) show that the relationship between investors legal protection and corporate risk
taking is conditional on a number of factors. Nevertheless, in terms of disclosure, common
law countries are associated with higher financial disclosure compared to firms from civil
law countries (Casu et al. 2017).
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Since legal provisions are a way of corporate financial disclosure, we posit that the
effectiveness of internal mechanisms of corporate governance (i.e., the board of directors)
is conditional on the external environment. This can be specially applied to banks, given
their sensitivity to the environment due to the heavier regulation (Laeven 2013).
Moreover, the suitability of the legal provisions can be an outcome of the investors’
protection. Thus, we expect that a better legal environment —stronger investors
protection, and higher level of legal quality— would lead to a more effective influence of
the board of directors on the relationship between managers discretional behavior and
legal provisions. In turn, our third hypothesis can be stated as follows:

H3a. The strength of investor protection moderates the influence of the board
independence on the banks ‘legal provisions.

H3b. The legal quality of the environment moderates the influence of the board
independence on the banks ‘legal provisions.

Empirical design
Sample and method

Accordingly with our aim of analyzing the European systemic banks, we study a sample
of 92 listed banks from 18 European countries (Austria, Belgium, Czech Republic,
Denmark, Finland, France, Germany, Greece, Hungary, Republic of Ireland, Italy,
Netherlands, Poland, Portugal, Spain, Sweden, Switzerland, United Kingdom) between
2008 and 2017, as shown in Table 1. Initially we have selected the 118 European systemic
entities supervised by the Single Supervisory Mechanism. After dropping out the banks
whose information on legal provisions was ambiguous or not available, the final sample
includes 92 banks. Therefore, our sample can be considered as sufficiently representative
of the European bank landscape. The combination of cross-section and time series data
gives a final sample of 920 observations. The data regarding the balance sheet, board
structure and market prices have been obtained from the Thomson Reuters Eikon
database. Legal provisions have been obtained after a careful scrutiny of the notes to the
financial statements of each entity and each year. The information on the countries, legal
and institutional setting, comes from the World Bank databases (Kaufmann et al. 2011).

< INSERT TABLE 1 ABOUT HERE>

The empirical analysis includes a descriptive analysis of the main characteristics of the
sample. Then, we check our hypotheses with the subsequent explanatory analysis. Our
database consists of a panel. For its adequate estimation, the panel data technique is
applied (Arellano 2003). This technique allows considering the banks fixed effects and the
possible problems of endogeneity.

Variables and model

PPROCEEDINGS AMEC2019 214



PROCEEDINGS AMEC 2019 21.11.2019

The definition of all the variables is summarized in Appendix A. Our dependent variable
is the legal provision in each year (LP). As previously stated, legal provisions are found in
the notes of the annual reports of the banks and reflects the risks of litigation, legal
proceedings and other claims run by the banks. The provision of each year is scaled by the
total assets.

The recollection of values of legal provisions is a challenging process due to the
differences among countries and even among banks. For instance, some of them name
these provisions as legal provisions, other ones as provisions for litigation or for legal
disputes. In many cases, to find the right amount, a deeper search was needed because it
was subsumed in other provisions or other liabilities. To show the many issues that are
related to legal provisions and to gauge the relative importance of each one, in Figure 1
we show the frequency of the terms used in the annual reports through the size of each
word.

< INSERT FIGURE 1 ABOUT HERE>

FCF is the free operating cash flow, calculated as cash from operations for the fiscal period
minus capital expenditures and dividends paid for the same period, divided by the total
assets. This variable can be seen as indicative of the manager’s discretionary power. To
test the ability of the board of directors to curb manager’s discretionary behavior, we
introduce the independence of the board (IND), measured as the proportion of
independent directors on the total size of the board. To check the specific effect of the
independence of the board, we compute the interacted variable IND*FCF, defined as the
product of FCF and IND. We also use the CEO duality (CEOCH), which is a common variable
in the literature (Judge et al. 2003; Gul & Leung 2004; Stockmans et al. 2013; Singh &
Delios 2017). It equals 1 if CEO simultaneously chairs the board or the chairman of the
board has been the CEO of the company.

We control for the following firm-level issues: ROA measures a company’s operating
performance and is calculated as EBITDA divided by total assets. MB is the equity market
to book ratio (Adam & Goyal 2008). SIZE is a measure of the size of the bank as the
logarithm of total assets. LEV is the leverage calculated as total liabilities over total assets.
ZSCORE is a measure of risk that captures the probability of default of a bank. [t compares
the capitalization and returns with the volatility of those returns. As shown in the
appendix, it is measured as the return on assets and the weight of equity over assets, both
divided by the standard deviation of the return on assets (Boyd et al. 1993; Boyd et al.
2006). TIER1 is the ratio of Tier 1 capital as a percentage of total risk-weighted assets.
The ratio represents high-quality sources of capital which banks and other financial
institutions are required to keep in order to be protected against bankruptcy. It is also
referred to as the core capital ratio, or as the going-concern capital ratio.

We introduce a number of country level variables. First, PROTECT is the strength of
investor protection, provided by World Bank, based on Djankov et al. (2008), that
measures the degree of minority investor protection to prevent their expropriation.
Second, RULELAW reflects perceptions of the extent to which agents have confidence in
-
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and abide by the rules of society, and in particular the quality of contract enforcement,
property rights, the police, and the courts, as well as the likelihood of crime and violence.
Third, REGQUA reflects perceptions of the ability of the government to formulate and
implement sound policies and regulations that permit and promote private sector
development. Fourth, CORRUPTCONTROL reflects perceptions of the extent to which
public power is exercised for private gain, including both petty and grand forms of
corruption, as well as "capture” of the state by elites and private interests. These three
latest variables are collected in Worldwide Governance Indicators (WGI) established by
World Bank. Finally, we use CORRUPTSC which collects perceptions of the degree of
corruption as seen by business people and country analysts, and ranges between 10
(highly clean) and 0 (highly corrupt). It is obtained from Transparency International
website.

Given the similar information provided by the last four variables, to summarize the
information related to legal quality of the environment, we apply a factor analysis, which
results in the new variable ENVIRON. It represents the level of legal quality by country,
quantifying the rule of law, the quality of regulation and the level of corruption as well as
how it is controlled. The results are shown in Table 2. The only factor obtained (i.e.
ENVIRON) explains 92.74% of the variance of the four indicators. The charges of each
variable in the final factor are listed at the top of the Table. All of them have similar values.
The Kaiser-Meyer-Olkin (KMO) measure of sample suitability is 0.845, higher than 0.5,
and the Barlett test of sphericity is significant at the 99.999% confidence level, meaning
that the results obtained provide an adequate basis for the empirical examination of the
factorial analysis (Hair et al. 1998).

Our baseline model is as follows:

LPi,t = Bo + Bl'FCFi,t + BZ'INDi,t + B3'IND*FCFLt + B4'ROAi,t +BS'MBLt + Ba'SIZELt + B7 LEVi,t +
Bs ZSCORE;; + B9 IND*ZSCORE; + i

We apply this model to the whole sample to test hypotheses 1 and 2 (the relationship
between free cash flow and legal provisions, and the moderating effect of the board of
directors). Then, keeping in mind that the role of the board can be conditional on the
external framework, we will split our sample into two different groups (depending on the
legal quality of the environment) and then apply the model in each sub-sample.

Results
Descriptive analysis

The evolution of the legal provisions is displayed in Figure 2. We can observe an increase
in legal provisions. Nevertheless, we could split this period into two different periods: an
initial jump in the years 2008-2011, and a flat evolution since 2012. However, this global
evolution can hide different patterns across countries. Accordingly, in Figure 3, we report
the evolution for common law and civil law countries. Despite beginning at a similar level,
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common law countries use less legal provisions than civil law countries. In addition to the
different level of legal provisions, there is also a different timing. While in civil law
countries the highest increase took place in the first years of the crisis, in common law
countries it was not until 2011 that the banks began to create more provisions. Likewise,
in spite of the difference in the time-pattern, there is a convergence between both groups
of countries.

< INSERT FIGURE 2 AND 3 ABOUT HERE>

Table 3 reports the mean value, the standard deviation, and quartiles (Q25, Q50 and Q75)
of the main variables of our whole sample during the period 2008-2017. The mean oflegal
provision, as it is scaled by 1000, is around 0.064% of total assets. It is remarkable the
independence percentage (49.83%) as banks are characterized by highly independent
boards compared to nonfinancial firms. Our descriptive statistics are homogeneous and
similar to the previous in the literature (Lepetit et al. 2008; Farag & Mallin 2017). We even
get less dispersed variables. The correlation matrix is displayed in Table 4. The
coefficients of correlation are low, so that the multicollinearity is not an issue affecting the
reliability of our results.

< INSERT TABLES 3 AND 4 ABOUT HERE>
Explanatory analysis

Based on the Hausman test (not tabulated), we run the fixed effects model. In the first
column of Table 5 we report the results of the baseline model. The free cash flow (FCF) is
negatively and significantly related to legal provisions. This result supports hypothesis
H1b and can be understood as a proof that the discretionary power of bank managers has
led to less legal provisions; may be due to the will to hide the legal risks or to managerial
overconfidence.

In the second column we test the effect of the independence of the board of directors in
the relation between free cash flow and legal provisions. Whereas IND does not have any
significant direct relationship, we obtain a positive and significant coefficient for IND*FCF,
supporting hypothesis 2. [t means that the independence of the board of directors works
as a control mechanism, so that the higher managerial power (and presumably higher
risks) is translated into more legal provisions in the firms with more independent boards.
The results obtained for the control variables ZSCORE and IND*ZSCORE are consistent as
they follow FCF and IND*FCF, respectively. The negative coefficient of SIZE could be
explained by the diversification and a reputation effect: big banks are more likely to have
a diversified portfolio (Demsetz & Strahan 1997; Anderson & Fraser 2000) or to have
better reputation (Carnevale & Mazzuca 2014), so that the risk they need to recognize is
lower.

To check the effect of the institutional environment in columns 3-6 of Table 5 we run
differentiated estimates according to some characteristics of the institutional setting. In
columns 3 and 4 we use the PROTECT (strength of minority investors protection) and in
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columns 5 and 6 we use the comprehensive variable ENVIRON resulting from the factor
analysis. In column 3 we study the observations when the PROTECT variable is under the
median and in column 4 when the variable is above the median. While the results reported
in column 3 do not show any relationship between the FCF and the legal provisions, the
results of column 4 suggest some interesting insights. In this case, both the free cash flow
(FCF) and the interaction with the board’s independence (IND*FCF) become significantly
related to the legal provisions. Both results are in line with our hypotheses Hla and H2.
Similarly, when we split the sample based on the quality of the institutional environment
(ENVIRON), both the FCF and IND*FCF are significant in column 6, i.e., for the subsample
of firms in the environments with better institutional quality. Taken together, the results
reported in columns 3-6 confirm our hypotheses 3a and 3b, in the sense that the influence
of the board of directors on the legal provisions is affected both by the protection of
investors and the quality of the institutional setting.

< INSERT TABLE 5 ABOUT HERE>

Furthermore, since the significance of the free cash flow (either directly or interacted with
the independence of the board) only holds in the settings with the best scores, it seems
that the internal mechanisms of corporate governance (i.e., the board of directors) require
the functioning of the external mechanisms to be effective. In order to build on this idea,
in Table 6 we run similar estimates when we divide the sample according to the four
variables that were combined in the ENVIRON variable: rule of law (columns 1 and 2), the
control of corruption (columns 3 and 4), the regulation quality (columns 5 and 6) and the
corruption score (columns 7 and 8). The results are fully consistent with previous ones
and corroborate that the independence of the board only affects the legal provisions in
the most protective environments, i.e.,, where the rule of laws prevails or when the
corruption is fought (columns 2, 4, 6, and 8). On the contrary, in the least protective
settings (columns 1, 3, 5, and 7) the independence of the board does not play any relevant
role.

< INSERT TABLE 6 ABOUT HERE>

In Table 7 we run an analogous exam but focusing on the internal mechanisms instead of
the external ones. We use the CEO duality to divide the sample. Whereas in columns 1 and
2 we study the firms in which the CEO chairs or has chaired the board of directors, in
columns 3 and 4 we report the results when there is a separation of roles in two different
people. Once again, the free cash flow and the board of directors only are significantly
related to the legal provisions when there is a separation of roles, which means the firms
in which there is a more independent oversight of managers by the board of directors.

< INSERT TABLE 7 ABOUT HERE>

To check the robustness of our analysis we change some of the control variables and the

method of estimation. In Table 8 we report the results of the baseline model estimations

when we control for tier 1 ratio instead of leverage. Results corroborate the previous
|
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ones: the negative effect of free cash flow (H1b), the moderating role of the independence
of the board (HZ2), and the relevance of the institutional environment (H3). We also use
the General Method of Moments as an alternative method of estimation (Arellano &
Honore 2001). Although we do not expect the endogeneity to be a problem because legal
provisions are not likely to affect the independent variables, we use this method to check
the robustness of our results. The results, reported in Table 9, confirm the validity of the
previous ones.

< INSERT TABLES 8 AND 9 ABOUT HERE>
Conclusions

In the years after the global financial crisis the banks worldwide have had to face a wave
of lawsuits due to legal claims. Irrespective of the causes of the claims, in this paper we
study the policy that the banks have followed to create the legal provisions, with which
they have aimed to cover the liabilities stemming from such lawsuits. Since the legal
provisions can be viewed as a mechanism for disclosing information to capital markets,
the creation of legal provisions is determined by two main factors: the risk taken by the
bank and the managerial incentives to disclose the information on the risk taken.

Our results support both views since we find an initial negative relationship between free
cash flow (our measure of managers ’‘discretionary investments) and legal provisions
even when we control for the risk taking. This result suggests that managers seem to hide
the risk taken by creating less provisions. Nevertheless, we also find that some internal
and external mechanisms of corporate governance do play a mediating role. In this vein,
we find that independence of the board of directors has a moderating effect, so that
independent boards lead to create more provisions as a caveat for future lawsuits.
Similarly, we also find that a better institutional framework (both in terms of quality of
the laws and lack of corruption) amplifies the positive influence of the board of directors.

Our research has practical implications both for policy makers, investors and bank
directors. Given the role of legal provisions as a mechanism for information disclosure,
the accounting and legal norms should foster the fast and accurate recognition of such
risks. In turn, the legal and institutional framework of the firms should be designed to
ensure that such recognition is done in due course. In so doing, the interests of managers
and other stakeholders become aligned, and the possible destabilization effect of the legal
claims is short-cut. Given the relevance of the financial system for the economic welfare
of the whole society, this issue should be in the agenda of the reforms in capital markets.
Investors would also benefit from a more transparent legal provisions policy since they
would have more reliable information about the future prospects and the earnings quality
of the firm. Finally, our research also underlines the importance of the board of directors
as a mechanism for managerial monitoring. Thus, the expertise and attitude of directors
can be a valuable asset to improve the reputation of the bank.

Our paper opens several directions for future work. First, new research should address
the problem of the subjective assessment of the risk. This subjectivity also affects the
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identification of the provisions since the banks have different ways for naming these
accounts, so that the collection of the information on provisions can be subjectively
biased. Second, given the prominent role played by managers, as some authors have
already begun to investigate (Chiang & He 2010; Allini et al. 2016), it would be interesting
to study the profile of bank managers —their personal and family relationships, culture,
training, professional development, etc— and how this set of issues impacts the
recognition of risks. Other mechanisms of corporate governance, both internal and
external, such as the scrutiny by the media or the ownership structure, could also shed
some light on this topic.
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Appendix. Variables definition

Variable Definition Source
LP Legal Provisions reported over total Assets Annual
reported, scaled by 1000. reports

Free Operating Cash Flow over total Assets
reported. Free Operating Cash Flow is calculated
FCF as Cash from Operations for the fiscal period Eikon
minus Capital Expenditures and Dividends paid
for the same period.

Percentage of independent board members as

IND reported by the company.

Eikon

Does the CEO simultaneously chair the board or
CEOCH has the chairman of the board been the CEO of the Eikon
company? Equals 1 if true.

225



Part 2. Selected papers

BANKS’ LEGAL PROVISIONS AND FINANCIAL CRISIS: THE INFLUENCE OF CORPORATE
GOVERNANCE AND INSTITUTIONAL ENVIRONMENT*

JORGE GALLUD CANO — UNIVERSITY OF VALLADOLID; FELIX J. LOPEZ-ITURRIAGA —
UNIVERSITY OF VALLADOLID; OSCAR LOPEZ-DE-FORONDA PEREZ — UNIVERSITY

EBITDA over Total Assets reported. EBITDA is
EBIT for the fiscal year plus the same period's

ROA Depreciation, Amortization of Acquisition Costs Eikon
and Amortization of Intangibles.
MB Equity market-to-book ratio Eikon
SIZE The decimal logarithm of total assets reported. Eikon
LEV Total liabilities over total assets. Eikon
Total Equity
P Tuulhses ; ROASD is de standard deviation of g
7ZSCORE ROASD ; 1S de Standar eviation o Eikon
ROA. It is scaled by 100.
TIER1 Ratio of Tier 1 capital as a percentage of total risk- Eikon

weighted assets.

The strength of minority investor protection to
PROTECT prevent their expropriation in a given country and World Bank
year based on Djankov et al. (2008).

The result of factorial analysis of the variables
ENVIRON RULELAW, REGQUA, CORRUPTCONTROL and
CORRUPTSC.

Reflects perceptions of the extent to which agents
have confidence in and abide by the rules of
society, and in particular the quality of contract

RULELAW enforcement, property rights, the police, and the World Bank
courts, as well as the likelihood of crime and
violence.

REGQUA Reflects perceptions of the ability of the World Bank

government to formulate and implement sound
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policies and regulations that permit and promote
private sector development.

Reflects perceptions of the extent to which public

power is exercised for private gain, including both
CORRUPTCONTROL petty and grand forms of corruption, as well as World Bank

"capture” of the state by elites and private

interests.

Perceptions of the degree of corruption as seen by
CORRUPTSC business people and country analysts, and ranges Transparency
between 10 (highly clean) and 0 (highly corrupt).

Figures

Figure 1. Legal provisions literal account frequency
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Figure 3. Evolution of legal provisions by legal origin
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Table 1. Distribution of the sample by country

Country Obs. Percent
Austria 40 4.35
Belgium 10 1.09
Czech Republic 20 2.17
Denmark 50 5.43
Finland 10 1.09
France 30 3.26
Germany 40 4.35
Greece 50 5.43
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Hungary 10 1.09
Republic of Ireland 20 2.17
Italy 170 18.48
Netherlands 20 2.17
Poland 100 10.87
Portugal 10 1.09
Spain 80 8.70
Sweden 60 6.52
Switzerland 90 9.78
United Kingdom 110 11.96
Total 920 100.00

Table 2. Factorial analysis

ENVIRON
RULELAW 0.9712
REGQUA 0.9614
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CORRUPTCONTROL 0.9869
CORRUPTSC 0.9316
Accounted variance 92.74%
KMO 0.845
Barlett test (Chi-square) 5874.46
p-Value 0.0000
Observations 920

Table 3. Descriptive statistics of the variables

Obs. Mean Std. dev. Q25 Q50 Q75
LP 795 0.642 0.740 0.087 0.411 0.873
FCF 785 0.005 0.049 -0.012 0.002 0.022
IND 584 49.828  27.079 28.570 54.200 70.370
ROA 793 0.015 0.023 0.008 0.012 0.019
MB 740 1.229 1.084 0.628 0.987 1.572
SIZE 795 24.950 1.818 23.695 24.788 26.323
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LEV 795 0.923 0.050 0.912 0.933 0.949
ZSCORE 524 1.692 2.605 0.522 0.947 1.710
TIER1 725 0.137 0.042 0.110 0.130 0.160

Mean, median, standard deviation, and quartiles (Q25, Q50 and Q75) of the variables. LP
is the legal provision divided by total assets, scaled by 1000. FCF the free operating cash
flow divided by total assets. IND is the percentage of independent board members. ROA
is the return on assets. MB is the ratio between market capitalization and total equity.
SIZE is the logarithm of total assets. LEV is the leverage ratio as total liabilities over total
assets. ZSCORE is a measure of risk (see Appendix A for the definition). TIER1 represents
the ratio of Tier 1 capital as a percentage of total risk-weighted assets.

Table 4. Correlation matrix

LP FCF IND ROA MB SIZE LEV ZSCORE
FCF -0.3206 1.0000
0.0000
IND 0.1081 0.0230 1.0000

0.0085 0.5717

ROA 0.0477 0.0680 -0.0199 1.0000

0.1739 0.0467 0.6209

MB 0.3256 -0.1007  -0.0373 0.3196 1.0000

0.0000 0.0048 0.3598 0.0000
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SIZE -0.2651 0.0459 0.2984 -0.0582  -0.3783 1.0000

0.0000 0.1792 0.0000 0.0867 0.0000

LEV -0.3323 0.0387 0.1640 -0.0178  -0.2408 0.4476 1.0000

0.0000 0.2580 0.0000 0.5997 0.0000 0.0000

ZSCORE -0.0336  -0.0435 0.0021 0.1078 0.0903 -0.1312  -0.2466 1.0000

0.4404 0.3095 0.9636 0.0111 0.0382 0.0020 0.0000

TIER1 0.0883 -0.1053  -0.0332 0.0341 0.1993 -0.2978  -0.6011 0.1041

0.0159 0.0031 0.4306 0.3404 0.0000 0.0000 0.0000 0.0194

Correlation ratio and p-value. LP is the legal provision divided by total assets, scaled by
1000. FCF the free operating cash flow divided by total assets. IND is the percentage of
independent board members. ROA is the return on assets. MB is the ratio between market
capitalization and total equity. SIZE is the logarithm of total assets. LEV is the leverage
ratio as total liabilities over total assets. ZSCORE is a measure of risk (see Appendix A for
the definition). TIER1 represents the ratio of Tier 1 capital as a percentage of total risk-
weighted assets.

Table 5. Results of the estimation

by PROTECT by ENVIRON

(1) (2) (3) (4) (5) (6)
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FCF -1.453%F% 5345wk 1265  -6.094% -2.447%  -12.343%
(0.533)  (1.546) (2.589)  (2.319) (1324)  (3.712)
IND 0.000 0.000 -0.000 0.002 -0.003
(0.002) (0.003)  (0.005) (0.002)  